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Abstract

Dataset distillation has emerged as a promising ap-
proach in deep learning, enabling efficient training with
small synthetic datasets derived from larger real ones. Par-
ticularly, distribution matching-based distillation methods
attract attention thanks to its effectiveness and low com-
putational cost. However, these methods face two primary
limitations: the dispersed feature distribution within the
same class in synthetic datasets, reducing class discrim-
ination, and an exclusive focus on mean feature consis-
tency, lacking precision and comprehensiveness. To ad-
dress these challenges, we introduce two novel constraints:
a class centralization constraint and a covariance match-
ing constraint. The class centralization constraint aims
to enhance class discrimination by more closely cluster-
ing samples within classes. The covariance matching con-
straint seeks to achieve more accurate feature distribution
matching between real and synthetic datasets through local
feature covariance matrices, particularly beneficial when
sample sizes are much smaller than the number of features.
Experiments demonstrate notable improvements with these
constraints, yielding performance boosts of up to 6.6% on
CIFAR10, 2.9% on SVHN, 2.5% on CIFAR100, and 2.5%
on TinyImageNet, compared to the state-of-the-art relevant
methods. In addition, our method maintains robust perfor-
mance in cross-architecture settings, with a maximum per-
formance drop of 1.7% on four architectures. Code is avail-
able at https://github.com/VincenDen/IID.

1. Introduction
Deep learning has evolved rapidly in recent years, achiev-
ing remarkable results across various fields [10, 15, 20, 23,
31, 35, 36]. Dataset distillation [33], a process of distilling
knowledge from a large real dataset to a much smaller syn-
thetic dataset, has emerged as a key technique for efficient
deep learning training. It has also been widely adopted in
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Figure 1. T-SNE visualisation of features from synthetic dataset
obtained by DM [39] and our method, using a pre-trained
Resnet18 on CIFAR10. Different colors represent different
classes. IPC denotes the number of images per class.

areas like neural architecture search [6, 11, 37, 39, 40], con-
tinual learning [11, 24, 26], privacy protection [3, 9, 42].

Dataset distillation, also known as dataset condensa-
tion, initially relied on coreset selection methods [12, 27,
34], which involve selecting representative samples from
a dataset. However, these methods have limitations in
performance and scalability, especially for large datasets.
Pioneering work by Wang et al. [33] introduces a meta-
learning based approach for dataset distillation, which uses
backpropagation to optimize images directly. Presently,
dataset distillation methods are primarily categorized into
three types: gradient matching [37, 40], trajectory match-
ing [5], and distribution matching [39, 41]. The first two
types, despite their effectiveness, are computationally ex-
pensive due to their reliance on second-order gradient op-
timization. In contrast, distribution matching methods [39]
like those introduced by Zhao et al. [41], CAFE [32], and
DataDAM [25] address this challenge by matching fea-
ture distributions in the embedding space, thereby reducing
computational costs. More details about distribution match-
ing method are provided in Section 3.1.

https://github.com/VincenDen/IID


In this paper, we focus on distribution matching (DM)
methods due to their impressive performance and compu-
tational efficiency. The idea of the distribution matching
method is to make the synthetic dataset have the same fea-
ture distribution as the real dataset with the same class of
samples, so how to carve and match this distribution is
the key to improve the performance. We identify two key
limitations of the methods and design two constraints to
improve them. First, the feature distribution of samples
within the same class in synthetic datasets could still be
excessively scattered, leading to poor class discrimination
in the embedding space. This issue becomes more pro-
nounced with a smaller number of images per class (IPC),
as shown in Figs. 1a and 1c. To counter this, we propose
a class centralization constraint, designed to promote clus-
tering of class-specific samples, demonstrated in Figs. 1b
and 1d. Second, existing methods inadequately match fea-
ture distributions, focusing only on the mean features be-
tween real and synthetic datasets. We argue that a com-
prehensive feature distribution description should include
not only means but also covariance matrices, the latter char-
acterises inter-feature relationships. However, in synthetic
datasets the number of samples is typically smaller than
feature dimensions, accurately estimating covariance ma-
trices is challenging. Our solution is a covariance matching
constraint that can achieve more precise feature distribution
matching between real and synthetic datasets through local
feature covariance matrices, even with small sample sizes.

Importantly, both constraints can be seamlessly inte-
grated with existing methods. We have applied them to
DM [39] and IDM [39], two representative distribution
matching-based methods, and carried out experiments on
SVHN, CIFAR10, CIFAR100, and Tiny-Imagenet datasets.
Our experiments demonstrate a performance gain of up to
6.6% on CIFAR10. In cross-architecture experiments, syn-
thetic dataset obtained by the proposed method is tested on
network architectures different from the distillation phase,
our method exhibits a minimal performance reduction, with
a maximum of only 1.7% across four architectures.

Our main contributions of this work are as follows:
• We propose a simple yet effective class centralization

constraint, significantly enhancing class discrimination
in synthetic dataset, and improving the performance of
dataset distillation.

• We develop a novel covariance matching constraint,
which facilitates more accurate feature distribution
matching between real and synthetic datasets even with
limited sample sizes, thus effectively augmenting the gen-
eral mean distribution matching approach.

• We evaluate the proposed two constraints across multiple
benchmark datasets, achieving substantial performance
improvements over recent baseline methods and surpass-
ing current state-of-the-art techniques.

2. Related Works

Coreset selection. Coreset selection, an early approach to
dataset distillation, involves selecting representative sam-
ples from a dataset and is applied in various contexts [1, 4,
22]. Simple methods include random selection, while more
sophisticated techniques like Herding [34] focuses on class
centers, and K-Center [12, 27] selects multiple centroids.
The forgetting [30] identifies samples that are easily forgot-
ten during training to select representative ones. However,
coreset selection struggles with scalability on large datasets
and often exhibits suboptimal performance.

Dataset distillation. Dataset distillation or condensation
aims to condense a large dataset into much smaller yet in-
formative one. It finds applications in neural architecture
search [6, 11, 37, 39, 40], continual learning [11, 24, 26],
and privacy protection [3, 9, 42], etc. The concept was intro-
duced by Wang et al. [33] using a meta-learning approach.
Nguyen et al. [21] further optimize this method using NTK-
based ridge regression for better cross-architecture gener-
alization. Zhao et al. [37] further improve the distillation
performance using an insertable differentiable siamese aug-
mentation. After that, Bohdal et al. [13] demonstrate that
labels could also be distilled. Gradient matching methods
proposed by Zhao et al. [40] and trajectory matching meth-
ods by Cazenavette et al. [5] aim to match gradients and
model parameters of synthetic and real datasets, respec-
tively. Recent advances [8, 18, 38] focus on preserving fea-
tures and corresponding decoders, then restore the features
to the original size of the image. This will enhance per-
formance while also introducing additional preprocessing
steps for synthetic datasets.

To reduce the high computational cost of the previous
methods, Zhao et al. [39] propose distribution matching
(DM), optimizing for maximum mean discrepancy (MMD)
between synthetic and real datasets. CAFE [32] aligns fea-
tures by matching them across layers in convolutional neu-
ral networks, and IDM [41] improves DM with partition-
ing augmentation and class-aware distribution regulariza-
tion. DataDAM [25] proposes an attention matching frame-
work to dataset distillation by focusing on feature attention.

Although demonstrating promising performance, exist-
ing distribution matching methods methods face two pri-
mary limitations: the dispersed feature distribution within
the same class in synthetic datasets, reducing class discrim-
ination, and an exclusive focus on mean feature consistency,
lacking precision and comprehensiveness. This work ad-
dresses above limitations by proposing two plug-and-play
constraints, which significantly enhance dataset distillation
performance by focusing on inter-sample and inter-feature
relations, respectively.



3. Method
In this section, we outline the fundamentals of dataset distil-
lation and basic framework of distribution matching-based
methods. We then delve into specifics of our proposed
class centralization constraint and covariance matching
constraint. Lastly, we present the entire objective function.

3.1. Preliminaries

Given a large image dataset T = {(x1, y1), (x2, y2), . . . ,
(x|T |, y|T |)}, containing |T | images and labels, dataset
distillation aims to condense T to a significantly smaller
synthetic dataset S = {(s1, ys1), (s2, ys2), . . . , (s|S|, y

s
|S|)}

comprising |S| images and class labels. The goal is to en-
sure that a model ψθS , trained from scratch with S, per-
forms comparably to a model ψθT trained with T . This is
achieved by optimizing the following objective function:

S∗ = argmin
S

Ex∼PT ∥ℓ (ψθT (x), y)− ℓ (ψθS (x), y)∥ , (1)

where ℓ represents the cross-entropy loss since all existing
dataset distillation methods focus on classification tasks.

DM [39] is a representative distribution matching-based
dataset distillation method, aiming to minimize the max-
imum mean discrepancy (MMD) between the synthetic
dataset and real dataset:

Eθ∼Pθ

∥∥∥∥∥∥ 1

|T |

|T |∑
i=1

ψθ (xi)−
1

|S|

|S|∑
j=1

ψθ (sj)

∥∥∥∥∥∥
2

, (2)

where Pθ denotes the distribution of randomly initialized
network parameters.

3.2. Class centralization constraint (inter-sample)

Synthetic datasets obtained by methods like DM [39] often
exhibit insufficient class discrimination. This issue, partic-
ularly evident when the number of samples per class (IPC)
is small, is illustrated by the scattered feature distribution
and unclear class boundaries in synthetic datasets (Figs. 1a
and 1c). To address this, we propose a class centralization
constraint, which aims to cluster features ϕ(s) extracted
from the synthetic dataset within the same class, rather than
allowing them to disperse. We formulate the loss to enforce
this constraint as:

LCC =

C∑
c

(

K∑
j=1

max(0, exp(α
∥∥ψ(scj)− ¯ψ(sc)

∥∥2
)− β)), (3)

where
¯ψ(sc) =

1

K

K∑
j=1

ψ(scj), (4)

C is the number of categories, K is the number of sam-
ples per class, α is a scaling factor, and β is the centraliza-
tion threshold. A smaller β encourages tighter clustering of
samples within each class.
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Figure 2. Illustration of the proposed covariance matching con-
straint. This constraint involves calculating local covariance ma-
trices for corresponding classes in both real and synthetic datasets,
followed by matching these matrices.

Since this is a plug-and-play constraint, we keep the
original constraint Eq. (2) from the baseline, but it’s worth
noting that the previous methods used ConvNet ψ in Eq. (2)
with randomly initialized parameters (DM [39]) or pre-
trained parameters (IDM [41]), our approach employs
Resnet18 for network ψ in Eq. (3), which is distinct from
network ψ in Eq. (2). Despite ResNet’s more complex
architecture, which typically poses challenges for small
datasets, our experiments reveal that Resnet18 more ef-
fectively differentiates between class features. Addition-
ally, using different neural networks enhances the cross-
architecture generalization of dataset distillation. As illus-
trated in Figs. 1b and 1d, our class centralization constraint
results in a more concentrated feature distribution within
each class in the synthetic dataset, achieving clear differen-
tiation between classes. The effectiveness of this constraint
is further validated in our experimental results.

3.3. Covariance matching constraint (inter-feature)

The essence of distribution matching-based dataset distilla-
tion lies in aligning the feature distributions of real and syn-
thetic datasets. While existing methods primarily focus on
matching feature means, an effective representation of fea-
ture distribution shall also consider the covariance matrix,
which captures inter-feature relationships. However, in dis-
tilled synthetic datasets, the number of samples in each class
is often much smaller than the feature dimensions. This is
often known as “small sample problem” and it could lead to
less precise covariance matrix estimations.

To address this, we propose the covariance matching
constraint for more accurate feature distribution matching,
even when the sample size is smaller than the dimensions
of features extracted by network ψ. As shown in Fig. 2,
for the feature of a single sample, rather than flattening,
we reshape it into a tensor of shape (d, hw), resulting in



d hw-dimensional local feature descriptors, expressed as
Xi ∈ Rd×hw for real dataset, Si ∈ Rd×hw for synthetic
dataset. In this way, we greatly reduce the feature dimen-
sions and avoid high-dimensional vector space computa-
tion, which facilitates a more accurate evaluation of the co-
variance matrices. We then calculate the local feature co-
variance matrices Στ ∈ Rd×d and Σs ∈ Rd×d for the real
and synthetic datasets, respectively, and compute a match-
ing loss between these two matrices:

LCM =

C∑
c=1

∥Σc
s − Σc

τ∥2 , (5)

where

Σc
s =

1

K

K∑
i=1

(Sc
i − S̄c)(Sc

i − S̄c)⊤, (6)

Σc
τ =

1

B

B∑
i=1

(Xc
i − X̄c)(Xc

i − X̄c)⊤. (7)

Here, K is the number of samples per class in the synthetic
dataset S, B is the batch size per class of the real dataset
T , S̄c ∈ Rd×hw and X̄c ∈ Rd×hw are the feature means of
class c for the synthetic and real datasets, respectively.

3.4. The objective function

Our proposed constraints are designed as plug-and-play,
making them adaptable to various distribution matching-
based methods. For instance, when employing DM [39] as
the baseline method, the overall objective function can be
expressed as:

L = LDM + λCCLCC + λCMLCM . (8)

Similarly, when using IDM [41] as the baseline, the objec-
tive function will be defined as:

L = LIDM + λCCLCC + λCMLCM . (9)

In above formulas, λCC and λCM are the weighting param-
eters, and LDM and LIDM represent the loss functions in
DM [39] and IDM [41], respectively.

4. Experiments
4.1. Experimental setup

Datasets. We evaluate our method on several benchmark
datasets for dataset distillation: SVHN [28], CIFAR10 and
CIFAR100 [16], as well as the larger TinyImageNet [17].
SVHN contains over 600,000 digit images of house num-
bers around the world. CIFAR10 and CIFAR100 feature
10 and 100 classes respectively, each with 600 images per
class, and an image resolution of 32 × 32. For larger
datasets, we performed on TinyImageNet [17], which con-
tains 200 classes with 600 images in each class, which have
an image resolution of 64×64.

Network architectures. For LDM , LIDM in Eq. (8)
and Eq. (9), we utilize the ConvNet with the same archi-
tecture as in DM [39] and IDM [41] to extract features.
This architecture comprises 3 blocks, each with a 3 × 3
convolutional layer, instance normalization, ReLU activa-
tion, and a 3 × 3 average pooling with a stride of 2. For
our class centralization constraint LCC , we employ a pre-
trained ResNet18 [14], trained for 30 epochs on each cor-
responding dataset. The architecture of ResNet18 includes
4 layers with 2 blocks per layer, and convolutional layer,
instance normalization, and ReLU activation. ConvNet,
AlexNet, VGG11, and ResNet18 are used in the cross-
architecture generalization experiments, and we follow the
architectural setup of DM [39].

Evaluation. We adhere to the evaluation protocol of
previous works [18, 33, 37, 39, 40]. On various datasets,
we synthesize distilled datasets with IPC = 1, 10, 50, then
train a randomly initialized model from scratch using these
datasets. The training configurations follow the prior
works [18, 33, 37, 39, 40]. We compute the Top-1 accu-
racy on the test set of the original real dataset, repeating
each experiment five times to calculate the mean value.

Implementation details. Our method is implemented
based on DM [41] and IDM [41], adhering to their baseline
hyperparameter settings. We follow the DSA [37] augmen-
tation method used in previous works. Synthetic datasets
are learned using SGD with a learning rate of 1, and a
batch size of 5000 for IDM experiments with IPC=1 on CI-
FAR10/100, and 256 in other scenarios. We set λCC as
0.05, and λCM as 0.01 for IPC = 1, and 10, while for IPC
= 50, λCC is set as 0.003 and λCM as 0.01. All experi-
ments are conducted using the PyTorch framework on two
RTX3090 GPUs, each with 24 GB of memory.

4.2. Comparison with state-of-the-art methods

Competitive methods. We compare our method with
both classic coreset selection methods, including Ran-
dom, Herding [34], K-Center [27], and Forgetting [30],
and state-of-the-art dataset distillation techniques including
DD [33], LD [2], DC [40], DSA [37], KIP [21], CAFE [32],
DCC [19], DM [39], IDM [41], DataDAM [25]. For
DM [39] and IDM [41], we report results reproduced us-
ing their official codes, while results for other methods are
quoted from their respective original papers.

Performance comparison. Tabs. 1 and 2 show the re-
sults of our method in comparison with previous methods
across various datasets. The experimental results demon-
strate significant improvements over the baselines. Specif-
ically, our method surpasses DM by 2.9% and 2.7% on
SVHN at IPC=10 and 50, respectively; 6.6% and 2.9%
on CIFAR10 at IPC=10 and 50; and 2.5% and 2.0% on
TinyImageNet at IPC=10 and 50. When compared with
IDM, our method shows an improvement of 1.9%, 2.6%



Table 1. Comparative analysis of dataset distillation methods. Ratio (%): the proportion of condensed images relative to the number of
entire training set. Whole Dataset: the accuracy of training on the entire original dataset. The best results in each column are highlighted
for clarity.

Method Venue SVHN CIFAR10 CIFAR100

IPC 1 10 50 1 10 50 1 10 50
Ratio (%) 0.0014 0.14 0.7 0.02 0.2 1 0.2 2 10

Random Classic 14.6±1.6 35.1±4.1 70.9±0.9 14.4±2.0 26.0±1.2 43.4±1.0 4.2±0.3 14.6±0.5 30.0±0.4
Herding [34] Classic 20.9±1.3 50.5±3.3 72.6±0.8 21.5±1.2 31.6±0.7 40.4±0.6 8.4±0.3 17.3±0.3 33.7±0.5
K-Center [27] Classic 21.0±1.5 14.0±1.3 20.1±1.4 21.5±1.3 14.7±0.9 27.0±1.4 8.4±0.3 17.3±0.2 30.5±0.3
Forgetting [30] Classic 12.1±5.6 16.8±1.2 27.2±1.5 13.5±1.2 23.3±1.0 23.3±1.1 4.5±0.3 15.1±0.2 30.5±0.4

DD [33] Arxiv’18 - - - - 36.8±1.2 - - - -
LD [2] NeurIPS’20 - - - 25.7±0.7 38.3±0.4 42.5±0.4 11.5±0.4 - -
DC [40] ICLR’21 31.2±1.4 76.1±0.6 82.3±0.3 28.3±0.5 44.9±0.5 53.9±0.5 12.8±0.3 25.2±0.3 -
DSA [37] ICML’21 27.5±1.4 79.2±0.5 84.4±0.4 28.8±0.7 52.1±0.5 60.6±0.5 13.9±0.3 32.3±0.3 42.8±0.4
KIP [21] NeurIPS’21 62.4±0.3 81.1±0.5 84.3±0.1 29.8±0.2 46.1±0.3 53.2±0.4 12.0±0.2 29.0±0.2 -
CAFE [32] CVPR’22 42.9±3.3 77.9±0.6 82.3±0.3 30.3±1.1 46.3±0.6 55.5±0.6 12.9±0.3 27.8±0.3 37.9±0.3
DCC [19] ICML’22 34.3±1.6 76.2±0.8 83.3±0.2 34.0±0.7 54.4±0.5 64.2±0.4 14.6±0.3 33.5±0.3 39.3±0.4
DataDAM [25] ICCV’23 - - - 32.0±1.2 54.2±0.8 67.0±0.4 14.5±0.5 34.8±0.5 49.4±0.3

DM [39] WACV’23 21.6±0.8 72.8±0.3 82.6±0.5 26.4±0.8 48.5±0.6 62.2±0.5 11.4±0.3 29.7±0.3 43.0±0.4
DM+Ours - - 75.7±0.3 85.3±0.2 - 55.1±0.1 65.1±0.2 - 32.2±0.5 43.6±0.3

IDM [41] CVPR’23 65.3±0.3 81.0±0.1 84.1±0.1 45.2±0.5 57.3±0.3 67.2±0.1 23.1±0.2 44.7±0.1 49.9±0.2
IDM+Ours - 66.3±0.1 82.1±0.3 85.1±0.5 47.1±0.1 59.9±0.2 69.0±0.3 24.6±0.1 45.7±0.4 51.3±0.4

Whole Dataset 95.4±0.2 84.8±0.1 56.2±0.3

and 1.8% on CIFAR10 at IPC=1, 10, and 50, respectively,
and 1.5%, 1.0%, and 1.4% on CIFAR100 at IPC=10, 50.
Our IDM-based method also outperforms all other state-of-
the-art methods, achieving accuracies of 59.9% and 69.0%
on CIFAR10, and 45.7% and 51.3% on CIFAR100, both
at IPC=10 and 50. On the larger TinyImageNet dataset,
our method also achieves state-of-the-art performance with
an accuracy of 23.3% at IPC=10, surpassing the second
best method by 1.3%. For the simpler SVHN dataset with
IPC=10, using DM as the baseline proved most effective,
suggesting that simpler approaches may be more beneficial
for less complex datasets.

Notably, our method, when used with DM as the base-
line, does not provide IPC=1 results due to its requirement
for a sample size greater than 1. However, IDM, with its
ability to preserve more samples at IPC=1 through parti-
tioning and expansion augmentation, is compatible with our
approach.

4.3. Cross-architecture generalization

Cross-architecture generalization is a crucial metric for
evaluating dataset distillation, particularly because it is hard
to predict the neural network architectures that will be used
in a real application. Significant performance drop upon
changing model architectures is undesirable. We evaluate
the synthetic dataset generated by our method on CIFAR10
across four different architectures, comparing it with previ-

Table 2. Comparative analysis of dataset distillation methods on
higher resolution datasets. The best results in each column are
highlighted for clarity.

Method Venue TinyImageNet

IPC 1 10 50
Ratio (%) 0.2 2 10

Random Classic 1.4±0.1 5.0±0.2 15.0±0.4
Herding [34] Classic 2.8±0.2 6.3±0.2 16.7±0.3
K-Center [27] Classic 1.6±0.2 5.1±0.1 15.0±0.3
Forgetting [30] Classic 1.6±0.2 5.1±0.3 15.0±0.1
DataDAM [25] ICCV’23 8.3±0.4 18.7±0.3 28.7±0.3

DM [39] WACV’23 3.9±0.2 12.9±0.4 24.1±0.3
DM+Ours - - 15.4±0.2 26.1±0.1

IDM [41] CVPR’23 9.8±0.2 21.9±0.2 26.2±0.3
IDM+Ours - 10.0±0.1 23.3±0.1 27.5±0.3

Whole Dataset 37.6±0.6

ous methods. Tabs. 3 and 4 present the cross-architecture
performance for IPC=10 and 50. Our experiments in-
cluded widely-used models such as ConvNet, AlexNet [7],
VGG11 [29], and ResNet18 [14], with architectural details
following previous work. Each experiment is repeated five
times to determine the mean value.

For IPC=50 as shown in Tab. 4, our method’s per-



Table 3. Cross-architecture testing on CIFAR10 with IPC=10.

ConvNet AlexNet VGG11 ResNet18

DM [39] 48.9±0.6 38.8±0.5 42.1±0.4 41.2±1.1
DSA [37] 52.1±0.7 35.9±2.6 43.2±0.5 42.8±1.0
KIP [21] 47.6±0.9 24.4±3.9 42.1±0.4 36.8±1.0
IDM [41] 53.0±0.3 44.6±0.8 47.8±1.1 44.6±0.4

IDM+Ours 59.9.±0.2 56.8±0.02 58.0±0.5 56.9±0.5

Table 4. Cross-architecture testing on CIFAR10 with IPC=50.

ConvNet AlexNet VGG11 ResNet18

DC [40] 53.9±0.5 28.8±0.7 38.8±1.1 20.9±1.0
CAFE [32] 62.3±0.4 43.2±0.4 48.8±0.5 43.3±0.7
DSA [37] 60.6±0.5 53.7±0.6 51.4±1.0 47.8±0.9
DM [39] 63.0±0.4 60.1±0.5 57.4±0.8 52.9±0.4
KIP [21] 56.9±0.4 53.2±1.6 53.2±0.5 47.6±0.8
DataDAM [25] 67.0±0.4 63.9±0.9 64.8±0.5 60.2±0.7

IDM+Ours 69.0±0.2 67.3±0.2 67.3±0.3 68.3±0.2

formance on ResNet18 shows an 8% improvement over
DataDAM [25]. More notably, across ConvNet, AlexNet,
VGG11, and ResNet18, we record accuracies of 69.0%,
67.3%, 67.3%, and 68.3%, respectively, maintaining a per-
formance drop of less than 1.7% across these architec-
tures. This is particularly significant considering that pre-
vious methods often experienced substantial performance
drops on ResNet18. For IPC=10 as shown in Tab. 3, our
method performs significantly better than others, with a per-
formance loss not exceeding 3.1% on AlexNet, VGG11,
and ResNet18, while KIP [21] loss 10.8% from ConvNet to
Resnet18. The better cross-architecture generalization per-
formance achieved by our method allows us to utilize more
diverse model architectures in the dataset distillation phase
perhaps facilitating the synthesis of datasets that are more
generalizable across different model architectures.

Note that some existing methods only appear in one of
the two tables because they only reported the result for ei-
ther IPC = 10 or IPC = 50.

4.4. Ablation study

Analysis of cluster constraint threshold. The β in Eq. (3)
serves as the centralization threshold, where a larger β in-
dicates sample features are farther from the class feature
center, while a smaller β brings them closer. We conducted
experiments with varying β values, ranging from 0.0 to 2.0.
To isolate the effects of β, we keep α in Eq. (3) constant
and do not include our proposed covariance matching con-
straint. The results on CIFAR10 with IPC=10 are visual-
ized in Fig. 3, and the performance corresponding to each β
value is detailed in Tab. 5.

Our visualizations demonstrate that feature distribution
per class becomes more dispersed with larger β values and
more concentrated with smaller β. Performance evaluation
experiments reveal that optimal performance is achieved
when β is below 0.7. This suggests that smaller β values,
which lead to higher class discrimination, are advantageous
for dataset distillation, enhancing performance without sig-
nificantly compromising generalization.

Effectiveness of each component. To validate the ef-
fectiveness of the proposed two components, we perform
ablation experiments. We test the performance impact of
implementing the class centralization constraint and covari-
ance matching constraint both separately and combined.
Tab. 6 reveals that each constraint individually enhances
DM’s performance by 3.7% and 3.1% on CIFAR10, and
1.4% and 1.5% on CIFAR100, respectively. Notably, the
greatest performance improvement, 6.6% on CIFAR10 and
2.5% on CIFAR100, is achieved when both components are
used concurrently.

Evaluation of weighting parameter λ. We perform a
sensitivity analysis focusing on the weighting parameters
in Eq. (8). The results, shown in Fig. 4, indicate that larger
values of λCC and λCM correspond to a more pronounced
impact on the optimization objective. Varying λCC within a
range of 0.01 to 0.09 resulted in a performance difference of
1.47%, suggesting moderate sensitivity. Similarly, altering
λCM between 0.005 and 0.015 lead to a 1.1% performance
variation, indicating comparable sensitivity levels.

Number of iterations required for convergence. Con-
trary to previous methods which typically require around
20,000 training iterations, our method achieves conver-
gence with significantly fewer iterations. As demonstrated
in Fig. 5, less than 2,000 iterations are needed for IPC=10
to attain peak performance. For IPC=50, optimal perfor-
mance is essentially reached at about 3,000 iterations. In
addition to this, we find that accuracy grows quickly in the
early stages of training, and if the training time requirement
is high while the performance requirement is relatively low,
we can consider using early stopping training methods.

Different compression ratios. Previous dataset distil-
lation studies have primarily focused on improving per-
formance at very small compression ratios, such as 0.2%
(IPC=10 on CIFAR10) and 1% (IPC=50 on CIFAR10).
However, an equally important consideration is determin-
ing the necessary compression ratio to retain performance
comparable to the full dataset. To explore this, we con-
duct experiments at higher IPC values, including IPC=100,
200, 400, 600, 800, and 1000, and compared our method’s
performance with previous methods, as shown in Fig. 6
and Tab. 7, with most results sourced from DC-BENCH [6].

Our method significantly outperforms others like
DC [40], DSA [37], and DM [39] at these varied IPC lev-
els. Notably, at IPC=1000 (a 20% compression ratio), our



Table 5. Comparison of performance for different values of β on CIFAR10 with IPC=10.

β 0.0 0.1 0.7 0.9 1.0 1.1 1.2 1.3 1.5 2.0

Acc (%) 52.2±0.2 52.2±0.1 52.2±0.1 51.5±0.3 51.1±0.2 49.9±0.2 49.2±0.2 49.1±0.1 48.9±0.3 48.9±0.1

(a) β = 0.0 (b) β = 0.1 (c) β = 0.5 (d) β = 0.7 (e) β = 0.9

(f) β = 1.1 (g) β = 1.2 (h) β = 1.3 (i) β = 1.5 (j) β = 2.0

Figure 3. Visualization of different β on CIFAR10 with IPC=10.

Table 6. Ablation study on the proposed two components. Results
are averaged over 5 runs.

Method CIFAR10 CIFAR100

Baseline 48.5±0.2 29.7±0.1
+ Class centralization 52.2±0.3 31.1±0.2
+ Covariance matching 51.6±0.1 31.2±0.1
+ Both 55.1±0.1 32.2±0.3
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Figure 4. Ablation study of the weighting parameter on CIFAR10.

method achieves 93.3% of the full dataset’s performance.
However, it’s observed that as the compression ratio in-
creases, the performance gap between all methods, includ-
ing classical and even random methods, narrows. This sug-
gests that current dataset distillation approaches are more
effective at smaller compression ratios. In future research,
it would be valuable to explore dataset distillation methods
suitable for larger compression ratios, aiming for an optimal
balance between performance and data reduction.
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Figure 5. Accuracy progression over iteration on CIFAR10.
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Figure 6. Performance comparison at different compression ratios
on CIFAR10.

4.5. Applications

Continual learning. The goal of continual learning is to
develop models capable of adapting to new tasks while min-
imizing the forgetting of previously learned tasks. Dataset
distillation, with its ability to maintain performance with
a minimal number of samples, has potential applications



Table 7. Accuracy (%) with different compression ratios on CI-
FAR10.

IPC Random K-Center DC DSA DM Ours

1 15.40 25.16 29.34 27.76 26.45 47.11
10 31.00 41.49 50.99 52.96 47.64 59.92
50 50.55 56.00 56.81 60.28 61.99 69.01

100 57.89 62.18 65.70 66.18 65.12 70.46
200 64.70 67.25 68.41 69.49 69.15 74.15
400 70.28 71.88 70.86 72.22 72.61 76.35
600 74.00 75.98 72.84 74.99 76.07 78.38
800 75.52 76.94 74.80 76.76 77.41 79.21
1000 78.38 79.47 76.62 78.68 78.83 80.31
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Figure 7. Continual learning on CIFAR100.

in continual learning. Following the setup from the prior
work [39], we limit the buffer size to 20 images per cate-
gory. Experiments are conducted in both 5-step (20 classes
per task) and 10-step (10 classes per task) scenarios. For
each step, three networks are randomly initialized, trained
on the synthetic dataset from the buffer, and evaluated on a
test set of seen classes to determine the mean performance.
Five class orders are randomly generated for these experi-
ments, and the mean and variance are calculated. The re-
sults, depicted in Fig. 7, show that our method notably out-
performs DM [39], DSA [37], and Herding [34], with the
performance gap widening as the number of steps increases.

4.6. Visualization

The synthetic datasets, initialized randomly from real
datasets, are visualized in Fig. 8. These include synthesized
datasets from SVHN, CIFAR10/100, and Tiny-ImageNet at
IPC=10. For datasets with smaller resolutions like SVHN
and CIFAR10/100, the majority of high-frequency infor-
mation is preserved, making them more recognizable to
the human eye. In contrast, for higher resolution datasets
such as Tiny-ImageNet, the synthetic dataset’s visualiza-
tion appears much different from the real dataset, becom-
ing less distinguishable visually. Differential visualization
results appeared between low-resolution data sets and high-
resolution data sets, suggesting that in the future we may
need to design different dataset distillation methods for
datasets of different scales.

(a) SVHN (b) CIFAR10

(c) CIFAR100 (Partial) (d) TinyImageNet (Partial)

Figure 8. Visualization of synthetic images.

5. Conclusion

Previous distribution matching-based methods for dataset
distillation face two primary challenges: insufficient class
discrimination and incomplete distribution matching. To
address these, we introduced the class centralization con-
straint and the covariance matching constraint, focusing
on improving both inter-sample and inter-feature relations.
The class centralization constraint improves class discrim-
ination by clustering samples closer to their class cen-
ters, while the covariance matching constraint aligns inter-
feature relationships between real and synthetic datasets.
Our method, tested across various resolutions, has demon-
strated significant superiority over previous methods and
excelled in cross-architecture scenarios. Additionally, we
explored larger compression ratios to determine the neces-
sary compression ratio for maintaining performance com-
parable to the full dataset.
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