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Figure 1. Reconstructions generated by OFER. Our method can reconstruct faces from a single image under hard occlusions (a),
providing multiple solutions with diverse expressions that align with the input image (d). We use two diffusion models that denoise the
shape and expression parameters of FLAME conditioned on the image. A novel ranking mechanism selects an optimal identity (c) from
the generated set of shapes, on top of which the expression variants are applied to obtain the final results.

Abstract

Reconstructing 3D face models from a single image is an
inherently ill-posed problem, which becomes even more
challenging in the presence of occlusions. In addition to
fewer available observations, occlusions introduce an ex-
tra source of ambiguity where multiple reconstructions can
be equally valid. Despite the ubiquity of the problem, very
few methods address its multi-hypothesis nature. In this
paper we introduce OFER, a novel approach for single-
image 3D face reconstruction that can generate plausible,
diverse, and expressive 3D faces, even under strong occlu-
sions. Specifically, we train two diffusion models to gener-

1Project website: https://ofer.is.tue.mpg.de/

ate a shape and expression coefficients of face parametric
model, conditioned on the input image. This approach cap-
tures the multi-modal nature of the problem, generating a
distribution of solutions as output. However, to maintain
consistency across diverse expressions, the challenge is to
select the best matching shape. To achieve this, we pro-
pose a novel ranking mechanism that sorts the outputs of
the shape diffusion network based on predicted shape accu-
racy scores. We evaluate our method using standard bench-
marks and introduce CO-545, a new protocol and dataset
designed to assess the accuracy of expressive faces under
occlusion. Our results show improved performance over
occlusion-based methods, while also enabling the genera-
tion of diverse expressions for a given image.
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1. Introduction
3D face reconstruction from a single image is crucial for
creating life-like digital avatars and is used in numerous ap-
plications such as illumination-invariant recognition [62],
medical imaging [38], and telepresence [31]. The task is
an inherently challenging inverse problem, with difficulties
posed by depth ambiguity, variations in lighting, diverse fa-
cial expressions, and pose [13].

The problem becomes even more challenging when im-
ages are subjected to occlusions, as shown in Fig. 1. The
main difficulty arises from the face being only partially vis-
ible, introducing an additional source of ambiguity: the
occluded areas can now correspond to an infinite number
of valid face shapes, making it a multi-hypothesis recon-
struction problem. Occlusions are very common in im-
ages captured in uncontrolled environments due to factors
such as hair, accessories, medical masks, or even strong
profile poses and head rotations (e.g. Fig. 9). Despite its
prevalence, reconstruction under such conditions has sel-
dom been addressed.

3D face reconstruction typically involves recovering the
parameters of a statistical 3D facial model, such as the
3D Morphable Model (3DMM) [3], either via model fit-
ting [1, 3, 23] or regression [8, 11, 21, 53]. While these
works may handle milder occlusions depending on their
training data, their performance deteriorates significantly
under more severe obstructions (see e.g. Fig. 2). A few
methods have been specifically proposed to address the
challenge of occluded faces [12, 16, 17, 32]. Most offer
a unique solution due to their deterministic nature, ignor-
ing the multi-hypothesis aspect of the problem [16, 17, 32].
An exception to this is Diverse3D [12], which employs
Determinantal Point Process (DPP) [29] to sample a diverse
set of outputs. While DPP is designed to capture the diver-
sity of the data, it fails to adequately represent the underly-
ing distribution of facial geometry, often resulting in unre-
alistic and exaggerated reconstructions as shown in Fig. 2.

To ensure plausible face reconstructions while address-
ing the challenges of diverse sampling, we introduce OFER,
a novel method for reconstructing 3D faces under occlu-
sions. At its core, OFER employs two denoising diffusion
probabilistic models (DDPMs) [26] to generate the shape
and expression coefficients of the FLAME [33] paramet-
ric face model, conditioned on an input image. The ability
of diffusion models to learn the underlying data distribu-
tion enables OFER to produce multiple plausible hypothe-
ses. We leverage two pre-trained face recognition networks
as image encoders, and following MICA [61], we train our
models using only a small dataset of paired 2D-3D data.

Generating diverse solutions is crucial for reconstruct-
ing faces under occlusions. Equally important is selecting
a unique, consistent shape that best represents the face in
the image across all generated expressions. This is feasible
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Figure 2. Comparison against expression reconstruction meth-
ods. We show results from EMOCA [8] (pink); samples generated
by Diverse3D [12] (blue); and samples generated by our method
(green). EMOCA can only reconstruct a single solution due to its
deterministic nature, while Diverse3D shows non-plausible faces.
OFER (our method) generates diverse 3D faces with plausible ex-
pressions.

since identity is generally well defined even under occlu-
sions. To achieve this, we propose a novel ranking mecha-
nism that evaluates and ranks the samples generated by the
shape diffusion network. Specifically, given an input im-
age and N generated shape samples, the ranking network
scores and ranks each of the candidates, selecting the top-
ranked one. To the best of our knowledge, such a ranking
mechanism as a selection process for diffusion models has
not been considered before.

To evaluate our approach, we introduce a new dataset
and evaluation protocol, CO-545, derived from the CoMA
dataset [44]. CO-545 includes 545 ground-truth pairs of
occluded images and corresponding FLAME non-occluded
3D vertices. Experimental results show that our method
effectively generates multiple hypotheses for single in-the-
wild occluded images, achieving superior quality and diver-
sity on CO-545. Additionally, when evaluated on the NoW
benchmark [49], our method demonstrates improved perfor-
mance with the ranking-selection mechanism.

In summary, our contributions are the following:
• A new method for occluded 3D face reconstruction us-

ing DDPMs, which outputs multiple 3D face shape and
expression hypotheses, overcoming the limitations of de-
terministic methods.

• A novel ranking mechanism that scores and selects the
optimal 3D face shape from reconstruction candidates
generated by the shape network.

• A new validation dataset, CO-545, for the quantitative
evaluation of occluded face reconstruction, addressing the
lack of existing evaluation protocols.

2. Related Work
3D face reconstruction from a single image. 3D face re-
construction from a single image has been a key research
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area for several decades [18], with approaches broadly cat-
egorized into model-free [10, 15, 20, 24, 27, 47, 50, 57]
and model-based methods [8, 21, 45, 58, 61]. Model-
free approaches estimate 3D geometry directly from im-
ages, while model-based ones recover the low-dimensional
parameters of a statistical model of the 3D face such as
BFM [40] or FLAME [33]. To overcome the lack of
large-scale datasets with paired images and 3D models,
recent trends have shifted towards self-supervised learn-
ing [8, 11, 21, 45, 52] using landmark re-projection and/or
photometric error. These works can yield suboptimal results
when landmarks are missing or when color information is
compromised due to occlusions. Alternatively, MICA [61]
uses a small dataset of paired 2D-3D data to map an im-
age embedding from a face recognition network [9] to the
FLAME shape parameters. This technique achieves state-
of-the-art results for neutral face shape reconstruction but
does not support expressive faces.
3D face reconstruction from occluded images. A few
works have specifically addressed the problem of recon-
structing faces under occlusion. Egger et al. [16, 17]
proposed a probabilistic optimization approach that si-
multaneously solves for model parameters and segmen-
tation regions using an expectation–maximization ap-
proach. FOCUS [32] follows a similar idea within a
self-supervised learning strategy. These methods priori-
tize obtaining valid reconstructions for the non-occluded
regions but do not address the ambiguity of the prob-
lem, which requires a distribution of solutions. Recently,
Diverse3D [12] tackled this by employing a mesh-based
variational auto-encoder (VAE) for shape completion, com-
bined with Determinantal Point Process (DPP) [29] for
sampling diverse solutions in expression space. However,
this method often results in unrealistic and exaggerated re-
constructions (see Fig. 2), since DPP is not designed to cap-
ture the statistical properties of the data.
Learning to Rank. Ranking plays an essential role in
Information Retrieval [35], commonly used for sorting doc-
uments by relevance [25, 28], image search [39], and rec-
ommendation systems [36]. Learning to Rank methods [35]
perform this task by using supervised machine learning ap-
proach. RankGAN [34] uses ranking as a rewarding mecha-
nism to train a language generator to produce higher-quality
descriptions. Some recent works such as T5 [60] focus on
text ranking with large language models, and incorporate
ranking losses as a fine-tuning tool to optimize model per-
formance. To the best of our knowledge, ranking has not
been explored in the context of diffusion models to select
an optimal sample.

3. Method
Our method takes as input a single-view image of an oc-
cluded face and generates a set of 3D faces as output. The
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+

Figure 3. Overview of OFER. Given an input image,
the Identity Generative Network (IdGen) samples N shape pa-
rameters. The reconstructed shapes are then passed to the
Identity Ranking Network (IdRank) to select a unique identity.
Finally, the Expression Generative Network (ExpGen) generates
N expression parameters, which are combined with the selected
shape to output diverse and expressive face reconstructions (bot-
tom row).

goal is to produce reconstructions that explore a diverse
range of expressions in the occluded areas, while accurately
capturing the visible regions of the input image.

OFER is structured around three key components.
First, the Identity Generative Network (IdGen, Fig. 4 and
Sec. 3.2), a DDPM conditional diffusion model, out-
puts a set of FLAME [33] shape coefficients capturing
a distribution of plausible neutral 3D faces. Next, the
Identity Ranking Network (IdRank, Fig. 5 and Sec. 3.3), a
small MLP, evaluates and ranks the generated shape sam-
ples from IdGen, selecting the one that best matches the im-
age. Finally, the Expression Generative Network (ExpGen,
Fig. 4 and Sec. 3.4), another conditional DDPM network,
generates a diverse set of FLAME expression coefficients.
The three networks are conditioned on the same input im-
age. By combining the selected shape coefficient with the
set of expression hypotheses, we obtain the final set of 3D
reconstructions. The overall architecture of OFER is shown
in Fig. 3. We detail each of its components in the following
sections.

3.1. Preliminaries: FLAME model
FLAME [33] is a parametric 3D face model combining sep-
arate shape and expression spaces to form a 3D head mesh
M with n = 5023 vertices. Given the shape S → R|S|,
expression E → R|E|, and pose P → R|P | parameters,
FLAME produces a mesh M as

M(S,E, P ) = LBS
(
T (S,E, P ),J (S), P,W

)
, (1)

where LBS is the linear blend skinning function, weights
W → R4→n and joint regressor J (S) → R3K . T (S,E, P )=
T +BS(S)+BE(E)+BP (P ) deforms a template mesh T
using the shape BS , expression BE and pose-corrective BP

blendshapes.
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Figure 4. Identity and expression generative networks. (IdGen,
in blue, and ExpGen, in green). For IdGen, the input image is en-
coded into a 512-dimensional embedding using ArcFace [9]. This
serves as a condition for the 1D U-Net diffusion network, which is
trained to denoise 300-dimensional noise into FLAME shape co-
efficients, S. For ExpGen, the input image is encoded into a 1024-
dimensional embedding using the FaRL [59] and ArcFace [9] en-
coders. The embedding serves as a condition for the 1D U-Net dif-
fusion network, which is trained to denoise 50-dimensional noise
into FLAME expression coefficients, E.

3.2. Identity Generative Network (IdGen)

The first step of OFER is to generate a set of FLAME shape
coefficients, S. The identity network ωSω (Fig. 4, top) con-
sists of a 1-dimensional U-Net [46] with self-attention lay-
ers that is trained to transform unit Gaussian noise sT ↑
N (0, I300) into s0 = S.

The input image is used as conditioning by encoding it
into a 512-dimensional feature vector ca → R512 using the
ArcFace [9] encoder. ArcFace, being specifically trained to
enhance face recognition, produces deep features that are
highly robust to differences in poses, illumination, and ex-
ternal distractors, making it a more suitable choice for train-
ing under occlusions compared to landmark detectors. Fol-
lowing MICA [61], we freeze all layers of the ArcFace en-
coder except the last, such that the encoded features can be
fine-tuned during training. During sampling, we generate
a set of N noise vectors {siT → R300}Ni=1 and iteratively
denoise them using ωSω to obtain the FLAME shape coeffi-
cients, {si0 = Ŝi → R300}Ni=1.

We optimize the parameters ε by minimizing the follow-
ing loss function Lε:

Lε(ε) = Et

[
Es0,ε[|ωSω (st)↓ ϑt|]

]
, (2)

where ϑt is fixed Gaussian noise with variance proportional
to the linear time step t [26]. Due to the nature of diffusion
models, each generated sample Ŝi exhibits plausible varia-
tions in the occluded regions, capturing the variance in the
input data.

3.3. Identity Ranking Network (IdRank)

Our goal is to generate a set of 3D faces with diverse ex-
pressions that align with the input occluded image. While
expressions can vary, we would like to preserve a unique
and consistent identity across all samples. This is moti-
vated by three main observations. First, we noticed that
shape coefficients display much less variability than expres-
sion coefficients, as images typically contain more cues for
the expression-independent facial features. Second, we no-
ticed that, when computing the reconstruction error for the
N generated samples, the minimum value is on par with
state-of-the-art methods (see supp.mat.). Since identity is
typically more defined than expression, a method capable
of selecting this optimal sample would be advantageous.
Finally, even in cases of severe occlusions where identity
features may be less discernible, having a method that ef-
fectively filters out poorly generated samples is important
for practical applications. Towards this end, we introduce
IdRank, a network designed to rank the outputs of IdGen in
order to select those that best match the input image.
Ranking framework. The overall architecture of IdRank
is shown in Fig. 5. Given a pool of N candidate shapes
generated by IdGen, the goal is to select the one closest in
distance to the ground-truth neutral shape (available during
training). To achieve this, we train a ranking network Rω→

that goes from a list of v face vertices (derived from the
shape coefficients) to a scalar p representing the probability
that the sample matches the ground truth. We then apply
the network Rω→ over the N samples, ranking each based on
their scores and selecting the highest-scored sample.

Before passing the mesh to the network, we remove the
vertices corresponding to the back of the head since the fo-
cus is on facial reconstruction, and their inclusion in the
error computation might lead to spurious results. The num-
ber of candidates N is an important hyper-parameter, as it
defines a trade-off between computational complexity and
reconstruction error – a large value of N means that the
actual ground-truth shape has more chances of being gen-
erated, but incurs a significantly higher computational cost.
We empirically choose here N = 100.
Generating ground-truth data. During training, we gen-
erate the ground-truth data for ranking in an online fashion
as follows. Given an image I together with its ground-
truth FLAME mesh MGT → R5023, we first sample N
shape parameters {ϖi}Ni=1 using IdGen (with gradient back-
propagation disabled). We then reconstruct the neutral face
vertices using Eq. (1), yielding a set of mesh candidates
M = {Mi = M(ϖ,0,0) → R5023}Ni=1. From the set
M as well as the ground-truth mesh MGT we retain only
the frontal vertices using a pre-computed mask, resulting in
Mfrontal = {M̂i → Rn→}Ni=1 and MGT

frontal → Rn→
(n↑ < 5023).

Finally, we compute the error between each M̂i and MGT
frontal
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to produce the following set:

DGT = {|M̂i ↓MGT
frontal|}Ni=1. (3)

with | · | the L1 norm. We empirically observed that re-
moving the mean µM = 1

N

∑N
i=1 M̂i from the set Mfrontal

reduces redundancy and helps convergence of the network.
Hence, we transform Mfrontal into a zero-centered set of
residual meshes Mcenter via:

Mcenter = {M ↑
i = (M̂i ↓ µM)}Ni=1. (4)

The final training set for image I is defined as the list of
pairs X = [(µM,M ↑

i)]
N
i=1, obtained by sorting the values

in DGT in ascending order.
Learning to rank facial shapes. The ranking network Rω→

is a small MLP that takes as input a single pair (µM,M ↑
i)

and is trained to predict a sample score di. It is condi-
tioned on a 1024-dimensional feature vector cR = (ca↔cf ),
formed by concatenating features from the ArcFace [9] (ca)
and FaRL [59] (cf ) encoders, designed for facial analy-
sis tasks. The network is run N times producing D =
{d1, . . . , dN} scores, which are then passed through a soft-
max operator to transform them into probabilities, P =

softmax(D) = {pi = edi∑N
j=1 edj

}Ni=1. The ground-truth dis-

tance values DGT are also passed through a softmax opera-
tor, D↑

GT = softmax(DGT ). Finally we compute the cross-
entropy loss between the two distributions P and D↑

GT :

LD→
GT ,P (ε

↑) = ↓
N∑

i=1

D↑
GT (i) log(pi). (5)

Inference. During inference, we select the sample with the
highest probability score as the optimal sample, denoted as
SR. While multiple samples may have equal probability
scores, their ordering in such cases would be rather random.
In such cases, we choose one of the highest ranked equal
probables samples.

3.4. Expression Generative Network (ExpGen)
The expression network ωEω→→ architecture (Fig. 4, bottom)
closely follows that of IdGen, employing the conditional
DDPM framework to generate the first 50 components of
the FLAME expression coefficients. It is conditioned on a
1024-dimensional feature vector, similar to IdRank. During
sampling, the network initializes from unit Gaussian noise
ϑT → R50 and iteratively denoises towards the FLAME ex-
pression parameters, e0 → R50. The parameters ε↑↑ are opti-
mized by minimizing the loss function:

Lε(ε
↑↑) = Et

[
Ee0,ε[|ωEω (et)↓ ϑt|]

]
. (6)

FLAME ModelIdGEN

Arcface Encoder

Fine Tuning
Layer

FaRL Encoder

Scores
D = {di; i=1..N} Softmax (D)

'N' neutral frontal face samples

Identity Ranking Network

Conditional
Input Image

MLP 

Figure 5. Identity Ranking Network. Given the N shape coef-
ficients from IdGen, we first reconstruct the neutral meshes using
FLAME. Each mesh is passed through a 5-layer MLP to compute
a score, conditioned on the input image. The N scores are then
converted into probabilities using softmax. The ranking order of
the sorted scores is compared against the ranking of the sorted re-
construction errors, and the network is trained to match them.

4. Experiments
In this section, we present qualitative and quantitative eval-
uation results for OFER. We begin by introducing the
datasets used for training and testing, including the pro-
posed CO-545 dataset, which we specifically designed to
evaluate performance on occluded images (Sec. 4.2). Next,
we provide evaluation metrics and experimental results on
IdGen and IdRank (Sec. 4.3), followed by a similar analysis
for the final reconstructions with ExpGen (Sec. 4.4).

4.1. Setup
We use the DDPM framework [26] using the DDPM sam-
pler with 1000 sampling time steps for both IdGen and
ExpGen. We trained IdGen and ExpGen for 400 epochs
with a batch size of 128 on an RTX 8000 GPU. The train-
ing process spans one GPU day. IdRank was trained for
120 epochs with a batch size of 32 on a Titan X GPU. The
training process ran for 20 epochs per day, converging over
6 days.

4.2. Datasets
Training data. We train IdGen with the Stirling [22],
FaceWarehouse [6], LYHM [7], and Florence [2] datasets,
which contain 2D-3D ground-truth pairs of images and
corresponding registered FLAME shape coefficients. The
same four datasets are used to train IdRank. For ExpGen we
use the Facial Motion across Subjects (FaMoS) [4] dataset,
which offers paired images and FLAME 3D meshes of faces
in motion. The shape and expression coefficients were pro-
vided by the FaMoS authors.
The CO-545 dataset. To evaluate the reconstruction of ex-
pressive faces under occlusions, we propose a new dataset
built on top of the CoMA dataset [44]. The CO-545 vali-
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dation dataset comprises 545 frontal face images (no profile
or rotated head views) synthetically occluded (hand, face,
and random) across 11 subjects taken from CoMA [44].
For each image, we identify the sets of occluded and un-
occluded vertices and evaluate them using separate metrics.
More details can be found in the supplementary material.
Testing data. We evaluate the final expressive reconstruc-
tions using the dataset provided by Dey et al. [12] (“Dey
Dataset”), and the CO-545 dataset. We additionally evalu-
ate the quality of neutral shape reconstructions using the oc-
cluded and unoccluded subsets of the NoW benchmark [49].
Note that we do not have access to the occluded/unoccluded
split for the testing set, and hence provide results mainly for
the validation set. Additional comparisons on the test set are
included in the supplementary material.

4.3. Evaluation on IdGen and IdRank
Baselines and Metrics. We quantify the errors using
the occluded and unoccluded subsets of the NoW valida-
tion dataset, in terms of mean, median, and standard de-
viation of the mean square error (MSE) relative to the
ground-truth mesh. Since OFER is designed to provide
multiple solutions, we establish a baseline by randomly
sampling FLAME shape coefficients from its parametric
space. We compare our method to standard reconstruction
techniques as well as state-of-the-art occlusion-based ap-
proaches, Diverse3D [12] and FOCUS [32].
Results. Fig. 6 and Fig. 7 present qualitative results of
3D shape reconstruction from [49] and [19]. We compare
our method alongside the state-of-the-art neutral face recon-
struction method MICA [61] and the occluded face recon-
struction method by Dey et al. [12], Diverse3D. In Fig. 6
we observe that, despite mild occlusions, OFER can recover
accurate shapes with distinctive features (e.g., cheeks in the
first row and the head length in the second row). We show
an example of extreme occlusion in Fig. 7, where we recon-
struct two images of the same person wearing a face mask,
alongside a minimally occluded reference image. We ob-
serve that OFER, and in particular the top-ranked sample,
produces plausible results for the two masked images.

We present quantitative results in Tab. 2. Our method
achieves a lower average error across all reconstructed sam-
ples compared to other state-of-the-art occlusion-based ap-
proaches. In addition, the shapes generated by IdGen can
achieve competitive results with standard reconstruction
methods, as shown by the minimum reconstruction error
obtained over all samples (“OFER-min”).
Ablation. To highlight the effectiveness of ranking in im-
proving the search space and in selecting high-quality sam-
ples, we conducted an ablation study, with results presented
in Tab. 1. In row (a), we show the results of generating 200
and 1000 random FLAME samples, while row (d) presents
the results from OFER. The “ideal lowest error” column

(a) Input occluded
Image

(b) MICA 
reconstruction

(c) OFER
random sample

(d) OFER 
best-ranked sample

(e) OFER 
worst-ranked sample

Figure 6. Neutral face reconstruction on occluded images. For
(a) the given occluded input image, (b) shows the reconstructed
shape provided by MICA [61]; (c) is one of the generated samples
from our method; (d) and (e) are the best and worst-ranked sam-
ples, respectively, as selected by the ranking network.

(b) MICA
reconstruction

(c) Diverse3D
reconstruction

(d) Worst 
ranked sample

(e) OFER best
ranked sample

(a) Single Identity
input image

Figure 7. Neutral face reconstruction on a single identity. For
(a) the given input image, (b) shows the reconstructed shape pro-
vided by MICA [61]; (c) shows the reconstructed shape provided
by Diverse3D [12]; (d) and (e) are the worst and best-ranked sam-
ples as selected by the ranking method.

corresponds to an ideal ranking (i.e., the minimum error
within the samples). Even with an increased number of ran-
dom hypotheses (1000 samples), finding a good reconstruc-
tion in this space remains less likely, as indicated by the
higher error in the ideal ranking scenario (0.81 with OFER
vs 0.90 with FLAME), showcasing the improved search
space when ranking is applied to IdGen. In row (b), we
show the results of ranking a set consisting of 50% random
FLAME samples and 50% OFER reconstructions; row (c)
reflects the same for an 80/20 split. This mimics a sce-
nario where the samples to rank include both correct solu-
tions and high-error ones. Here, the ranked results (1st and
2nd columns) are consistently lower than the average er-
ror (3rd column), highlighting its effectiveness in selecting
low-error samples. This is further supported by qualitative
evidence in Fig. 8.

4.4. Evaluation on reconstructions with ExpGen
Baselines and Metrics. We compare our method against
the state-of-the-art diverse expression reconstruction ap-
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Samples Ideal Lowest Error Sample Ranked Sample Average of All Samples
Med → Mean → std → Med → Mean → std → Med → Mean → std →

(a)FLAME(200 - 1k) (1.00 - 0.90) (1.31 - 1.20) (1.18 - 1.11) NA NA NA 1.75 2.19 1.86
(b)FLAME(50)+OFER(50) 0.84 1.09 0.95 1.08 1.44 1.32 1.33 1.79 1.62
(c)FLAME(80)+OFER(20) 0.86 1.10 0.97 1.34 1.81 1.65 1.60 2.06 1.84
(d)OFER(100) 0.81 1.05 0.92 0.98 1.21 1.01 1.02 1.25 1.04

Table 1. Ablation study on the importance of ranking. Ideal
Lowest Error Sample refers to the sample with the lowest median
MSE. Ranked Sample is the sample selected by the Ranking Net-
work. Average of All Samples represents the average error across
all generated samples. “NA” in the Ranked Sample column indi-
cates that our network cannot validate these larger sample sizes.

Figure 8. Qualitative and quantitative results for best and least
ranked samples for row (b) in Tab. 1 evaluated on NoW valida-
tion images. The median MSE error between the ground-truth scan
and the reconstructed 3D shape is displayed below each rendering.
These results demonstrate that ranking as a selection method en-
hances the quality of sample selection.

(d)

Figure 9. Comparison of expression reconstruction for in-the-
wild occluded images. We compare against EMOCA [8] (front
and side view in pink), two reconstructions from Diverse3D [12]
(blue), and six samples (front and side view) from OFER (green).

proach by Dey et al. [12], and the single-hypothesis expres-
sion reconstruction method EMOCA [8]. For quantitative

Method
Unoccluded Occluded Both

Med Mean std Med Mean std Med Mean std
FLAME 1.79 2.24 1.89 1.80 2.26 1.91 1.79 2.25 1.90
Deep3D [11] 1.33 1.67 1.41 1.40 1.73 1.41 1.36 1.70 1.41
DECA [21] 1.18 1.47 1.24 1.29 1.56 1.29 1.17 1.46 1.25
MICA (4DS) [61] n/a n/a n/a n/a n/a n/a 1.02 1.25 1.05
MICA (8DS) [61] n/a n/a n/a n/a n/a n/a 0.90 1.11 0.92
TokenFace [58] n/a n/a n/a n/a n/a n/a 0.79 0.99 0.85
FOCUS [32] 1.03 1.25 1.03 1.07 1.34 1.19 1.05 1.31 1.14
FOCUS (MP) [32] 1.02 1.24 1.02 1.08 1.34 1.20 1.03 1.29 1.12
Diverse3D [12] n/a n/a n/a n/a n/a n/a 1.41 1.78 1.52
OFER-rank (ours) 0.97 1.20 1.00 1.01 1.26 1.05 0.98 1.21 1.01
OFER-min 0.81 1.04 0.91 0.84 1.10 0.96 0.81 1.05 0.92
OFER-avg 1.01 1.25 1.03 1.04 1.29 1.08 1.01 1.25 1.04

Table 2. Quantitative evaluation on the NoW validation bench-
mark, on the unoccluded, occluded and full set. “FLAME” is
created by sampling random FLAME shape coefficients. Rows 2-
6 show standard reconstruction methods, while the bottom rows
show occlusion-based approaches. OFER-rank is our result using
IdGen and IdRank networks. The bottom two rows show the min-
imum (OFER-min) and average (OFER-avg) reconstruction errors
obtained over the 100 samples provided by IdGen. We show me-
dian (med), mean, and standard deviation (std) of the non-metrical
MSE between the reconstructed and ground truth shapes.

evaluation on Dey et al. [12] we generate 15 expressions per
image. It is important to note that Dey et al. [12] employs
test-time optimization, whereas our approach does not. Ad-
ditionally, their network is trained on the CoMA dataset, the
same dataset used in the creation of CO-545. As a result, the
evaluation data overlaps with their training set, potentially
giving their results an additional advantage.

Building on [56] and [12] we evaluate using six metrics:
(1) Sample Error (SE): the average Root Mean Square Er-
ror (RMSE) between the landmark vertices of the recon-
structed samples and the ground truth; (2) Closest Sam-
ple Error (CSE): the SE of the closest reconstructed sam-
ple; (3) Average Self Distance-Visible (ASD-V): to ensure
that the visible regions of the reconstructions remain close
to the input, the maximum distance across samples should
be minimized; maxASD-V measures the average per-vertex
RMSE on the visible regions of a sample and its “farthest”
neighboring sample across all instances, while minASD-V
measures ASD-V with the “nearest” neighbour sample; (4)
Average Self Distance-Occluded (ASD-O): the reconstruc-
tions of occluded regions should show high diversity, given
by do = RMSE(gtv ,xvi )

max(MD)o , while the visible regions must remain

close to the ground truth, given by dv =
RMSE(xoi ,xoj )↓

max(MD)o . Here,
max(MD)o is the maximum mahalanobis distance thresh-
old of the occluded vertices, and xj is the nearest neighbour
sample of xi based on the L2 distance of occluded vertices.
The superscript v and o point to the visible and occluded
vertices. We compute ASD-O as the harmonic mean (HM)
between dv and do, given by 2·(1↔dv)·do

(1↔dv)+do ; (5) Shape Stan-
dard Deviation (STD-S): in case of absence of ground-truth
3D data, we opt for the standard deviation metric of the
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Method Nunocc
C Nocc

C Eocc
D Eunocc

C Eocc
C

RMSE → RMSE → RMSE → RMSE → RMSE →
Diverse3D[12] 2.44 2.16 6.4 7.46 4.72
OFER (ours) 1.90 1.95 3.2 3.48 2.78

Table 3. Quantitative evaluation using SE on unoccluded
(unocc) and occluded images (occ) in Dey and CO-545 datasets.
The letters represent: N for Neutral, E for expression, D for Dey
dataset, and C for CO-545 dataset. Reconstructions evaluated on
all front face vertices for unocc images and only on unoccluded
vertices for occ images.

Method CSE minASD-V maxASD-V ASD-O ODE ODE-O ODE-V
RMSE → RMSE → RMSE → HM ↑ max md → max md → max md →

Diverse3D[12] 0.30 1.31 1.96 0.16 0.4 0.57 0.33
OFER (ours) 0.17 0.65 1.39 0.18 0.01 0.01 0.01

Table 4. Quantitative evaluation of expression reconstructions
using CSE, ASD-V and ODE on the CO-545 dataset.

Method
STD-S ODE

mask sunglasses naturalocc mask sunglasses naturalocc
RMSE ↑ RMSE ↑ RMSE ↑ RMSE → RMSE → RMSE →

Diverse3D[12] 11.81 21.28 20.84 0.95 0.34 0.41
OFER (ours) 34.04 34.38 34.56 0.002 0.001 0.003

Table 5. Quantitative evaluation of expression reconstructions
using STD-S and ODE metrics evaluated on 200 images per sub-
set (mask, sunglasses and natural occlusions) from [19].

entire shape, excluding data which falls outside the maxi-
mum Mahalanobis distance (MD) per vertex calculated us-
ing CoMA [44]; (6) Out-of-Distribution Error (ODE): ODE
measures the average per-vertex Mahalanobis distance out-
of-distribution error. It addresses the observation that recon-
structions from Dey et al. [12] occasionally produce non-
plausible expressions that do not fall within the distribution
of ground truth expressions.

Results. The qualitative comparison of diverse expressive
faces for occluded images is shown in Fig. 2 and Fig. 9,
taken from [19] and [30, 41]. Our approach effectively
generates plausible faces with varied expressions, even un-
der challenging occlusions such as face masks. In contrast,
EMOCA [8] tends to produce degenerate faces in similar
hard-occlusion scenarios, while Dey et al. [12] results in un-
realistic and extreme reconstructions. The quantitative eval-
uation shown in Tab. 3 and Tab. 4 also supports this, partic-
ularly highlighting the substantial improvement over Dey et
al. [12]. Our method demonstrates a significant advantage,
reliably reconstructing visible regions and producing var-
ied expressions in occluded areas. Further, we tested on the
real-world hard-occlusion dataset provided by Erakiotan et
al. [19] using the STD-S and ODE metrics only, since it
does not have any 3D ground truth. The results presented
in Tab. 5 further shows that OFER generates plausible ex-
pressions within the face shape distribution.

5. Limitations and Future work
3D face reconstruction has many valuable applications, but
if not carefully regulated poses risks like privacy violations
and misuse in surveillance.

The generative capabilities of diffusion models with di-
verse inputs are attributed to the amount and variations in
the training data [48]. In our case, we had access to only a
small subset of the available 3D supervision dataset for both
IdGen and ExpGen. As a result, our generated expressions
may lack certain expressive details. Therefore, a promising
direction for future research is to integrate both 2D and 3D
supervision to improve the performance of the method.

When we refer to performance, we specifically measure
it in terms of how closely the reconstructed model approx-
imates the ground-truth scan. In spite of our ranking net-
work selecting a sample that minimizes the error compared
to a randomly chosen one from the generated set, it does
not guarantee the selection of the absolute best match, i.e.,
the sample with the lowest error and the closest approxima-
tion to the ground truth. From this observation we iden-
tify two potential research directions for constructing an
ideal ranking network. The first is to refine the ranking ar-
chitecture itself by adopting a more suitable loss function
– Softmax scoring is not ideal when presented with large
number of sample sets since it dilutes the scores, making
it challenging to identify the best among the higher-quality
samples. Additionally, a more sophisticated ranking mech-
anism, e.g. [5], could complement the selection of quality
samples. A second promising approach involves integrat-
ing the ranking process as a feedback mechanism during
training of the diffusion model. Rather than using a stand-
alone model, this integration could improve the quality of
the generated samples, resulting in improved overall perfor-
mance.

6. Conclusion
In this paper we introduced OFER, a conditional diffusion-
based method for generating multiple hypotheses of expres-
sive faces from a single-view, in-the-wild occluded image.
Key to OFER is the use of two diffusion models to gen-
erate FLAME 3DMM shape and expression coefficients.
To ensure a consistent geometric face shape for varied ex-
pression of a single identity, we introduced a probabilis-
tic ranking method to select an optimal sample from the
generated shape coefficients. By combining the statistical
learning strengths and generative capabilities of diffusion
models, along with the smooth face reconstruction provided
by a parametric model, our method produces plausible 3D
faces that accurately reflect the input image. OFER achieves
state-of-the-art results in diverse expression reconstruction
outperforming existing occlusion-based methods, and can
generate plausible and diverse results for a given input.
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