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Turning the top to the bottom by adding only three lines of code (line 4-6 in Algorithm 3).
Figure 1. Comparative training of conditional diffusion models for super-resolution. Top: standard conditional DDPM [44]. Bottom:
enhancing the same model training with just three additional lines of code, leaving the sampling process unchanged. DREAM facilitates
notably faster and more stable training convergence, significantly surpassing baseline models in key metrics of perception and distortion.

Abstract

We present DREAM, a novel training framework rep-
resenting Diffusion Rectification and Estimation-Adaptive
Models, requiring minimal code changes (just three lines)
yet significantly enhancing the alignment of training with
sampling in diffusion models. DREAM features two compo-
nents: diffusion rectification, which adjusts training to re-
flect the sampling process, and estimation adaptation, which
balances perception against distortion. When applied to im-
age super-resolution (SR), DREAM adeptly navigates the
tradeoff between minimizing distortion and preserving high
image quality. Experiments demonstrate DREAM’s superi-
ority over standard diffusion-based SR methods, showing a
2 to 3× faster training convergence and a 10 to 20× reduc-
tion in sampling steps to achieve comparable results. We
hope DREAM will inspire a rethinking of diffusion model
training paradigms. Our source code is available at link.

1. Introduction

Single-image super-resolution (SISR) [3, 12, 50, 59] in-
volves generating high-resolution (HR) images from low-
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†Corresponding author.

resolution (LR) counterparts, a process crucial in various
applications including video surveillance, medical diagno-
sis, and photography. SISR is challenging due to the diverse
real-world degradation patterns and the inherent ill-posed
nature of the task, where different HR images can corre-
spond to the same LR image.

SISR methods are generally categorized into regression-
based and generation-based approaches. Regression-based
methods [7, 31, 34, 69] focus on minimizing pixel-level dis-
crepancies, i.e., distortion, between SR predictions and HR
references. However, this approach often fails to capture the
perceptual quality of images. To address this, generation-
based methods employ deep generative models, includ-
ing autoregressive models [40, 41], variational autoen-
coders (VAEs) [27, 53], normalizing flows (NFs) [11, 26],
and generative adversarial networks (GANs) [16, 24, 33,
42], aiming to improve the perceptual aspects of SR images.

Recently, Diffusion Probabilistic Models (DPMs) [19,
48], a novel class of generative models, have attracted in-
creased interest for their impressive generative abilities, es-
pecially in the SISR task [14, 20, 43, 44, 62]. Nonethe-
less, DPM-based methods face challenges due to their de-
pendence on a long sampling chain, which can lead to error
accumulation and reduce training and sampling efficiency.
A further issue is the discrepancy between training and sam-
pling [39, 61]: training typically involves denoising noisy
images conditioned on ground truth samples, whereas test-
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ing (or sampling) conditions on previously self-generated
results. This disparity, inherent in the multi-step sampling
process, tends to magnify with each step, thereby constrain-
ing the full potential of DPMs in practice.

To bridge the gap between training and sampling in
diffusion models, we introduce DREAM, an end-to-end
training framework denoting Diffusion Rectification and
Estimation-Adaptive Models. DREAM consists of two key
elements: diffusion rectification and estimation adaptation.
Diffusion rectification extends traditional diffusion training
with an extra forward pass, enabling the model to utilize its
own predictions. This approach accounts for the discrep-
ancy between training (using ground-truth data) and sam-
pling (using model-generated estimates). However, solely
relying on this self-alignment can compromise perceptual
quality for the sake of reducing distortion. To counter this,
our estimation adaptation strategy balances standard diffu-
sion and diffusion rectification by adaptively incorporating
ground-truth information. This approach smoothly transi-
tions focus between the two by adaptively injecting ground-
truth information. This integration harmonizes the advan-
tages of both approaches, effectively reducing the training-
sampling discrepancy, as demonstrated in Figure 3.

The DREAM framework excels in its simplicity, easily
integrating into existing diffusion-based models with only
three lines of code and requiring no alterations to the net-
work architecture or sampling process. When applied to the
SR task, DREAM has notably improved generation qual-
ity across various diffusion-based SR methods and datasets.
For example, on the 8× CeleA-HQ dataset, it boosts the
SR3 [44] method’s PSNR from 23.85 dB to 24.63 dB while
reducing the FID score from 61.98 to 56.01. Addition-
ally, DREAM accelerates training convergence by 2 to 3
times and improves sampling efficiency, requiring 10 to 20
times fewer steps for comparable or superior results. It
also demonstrates enhanced out-of-distribution (OOD) SR
results compared to baseline methods.

Our contributions are summarized as follows:
• We introduce DREAM, a simple yet effective framework

to alleviate the training-sampling discrepancy in standard
diffusion models, requiring minimal code modifications.

• We demonstrate the application of DREAM to various
diffusion-based SR methods, resulting in significant im-
provements in distortion and perception metrics.

• The proposed DREAM also notably speeds up training
convergence, enhances sampling efficiency, and delivers
superior out-of-distribution (OOD) results.

2. Related work
Super-resolution. In single-image super-resolution, sub-
stantial efforts [2, 9, 10, 15, 22, 28, 33, 47, 63, 64, 68, 69]
have been devoted to two primary categories: regression-
based and generation-based. Regression-based methods,

such as EDSR [34], RRDB [57], and SWinIR [31], focus
on a direct mapping from LR to HR images, employing
pixel-wise loss to minimize differences between SR im-
ages and their HR references. While effective in reduc-
ing distortion, these methods often yield overly smooth,
blurry images. Generation-based methods, on the other
hand, aim to produce more realistic SR images. GAN-
based models, like SRGAN [28], combine adversarial and
perceptual losses [65] to enhance visual quality. Meth-
ods of this line include SFTGAN [56] and GLEAN [5],
which integrate semantic information to improve texture re-
alism. ESRGAN [57] further refines SRGAN’s architec-
ture and loss function. However, GAN-based methods of-
ten face challenges like complex regularization and opti-
mization to avoid instability. Autoregressive models (e.g.,
Pixel-CNN [54], Pixel-RNN [41], VQVAE [55], and LAR-
SR [17]) are computationally intensive and less practical for
HR image generation. Normalizing Flows (NFs) [11, 26]
and VAEs [27, 53] also contribute to the field, but these
methods sometimes struggle to produce satisfactory results.

Diffusion model. Inspired by non-equilibrium statisti-
cal physics, [48] first proposes Diffusion Probabilistic Mod-
els (DPMs) to learn complex distributions. These models
have since advanced significantly [8, 19, 37, 49], achiev-
ing state-of-the-art results in image synthesis. Beyond gen-
eral image generation, diffusion models have shown re-
markable utility in low-level vision tasks, particularly in
SR. Notable examples include SR3 [44], which excels in
image super-resolution through iterative refinement, and
IDM [14], which blends DPMs with explicit image repre-
sentations to enable flexible generation across various res-
olutions. SRDiff [29] uniquely focuses on learning the
residual distribution between HR and LR images through
diffusion processes. LDM [43] deviates from traditional
pixel space approaches, employing cross-attention condi-
tioning for diffusion in latent space. Building upon LDM,
ResShift [62] employs a refined transition kernel for se-
quentially transitioning the residual from LR embeddings
to their HR counterparts.

Training-sampling discrepancy. [39] first analyzes
the training-sampling discrepancy in unconditional diffu-
sion models, proposing to represent estimation errors with
a Gaussian distribution for improved DPM training. This
discrepancy was later attributed by [61] to a constant train-
ing weight strategy, suggesting a reweighted objective func-
tion based on the signal-to-noise ratio at different diffusion
steps. In addition, [30] adjusts the distribution during the
sampling process by choosing the optimal step within a pre-
defined windows for denoising at each stage. [38] applies
a predefined linear function to adjust noise variance during
sampling, and [13] recommends starting the sampling from
an approximate distribution that mirrors the training process
in terms of frequency and pixel space.
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Algorithm 1 Conditional DDPM Training
1: repeat
2: (x0,y0) ∼ p(x0,y0), t ∼ U(1, T ), ϵt ∼ N (0, I)
3: Compute yt =

√
ᾱty0 +

√
1− ᾱtϵt

4: Update θ with gradient ∇θ||ϵt − ϵθ(x0,yt, t)||1
5: until converged

Our approach, distinct from previous unconditional
methods, addresses discrepancies based on predictions rel-
ative to the conditional input data, ensuring a tailored
and accurate solution for complex visual prediction tasks
like SISR. Our method also draws inspiration from step-
unrolling techniques in depth estimation [21, 46] and text
generation [45], leveraging the model’s own predictions
for error estimation. However, we uniquely integrate self-
estimation with adaptive incorporation of ground-truth data.
This integration, guided by the pattern of estimation errors,
effectively balances perceptual quality and distortion, en-
hancing generated image qualities.

3. Method
3.1. Preliminaries

The goal of SR is to recover a high-resolution (HR) image
from its low-resolution (LR) counterpart. This task is rec-
ognized as ill-posed due to its one-to-many nature [44, 62],
and is further complicated by various degradation models
in real-world scenarios. Notably, diffusion models [19, 48]
have emerged as powerful generative models, showcas-
ing strong capabilities in image generation tasks. Follow-
ing [44], we address the SR challenge by adapting a con-
ditional denoising diffusion probabilistic (DDPM) model.
This adaptation, conditioned on the LR image, sets it apart
from traditional, unconditional models which are primarily
designed for unconstrained image generation.

We denote the LR and HR image pair as (x0,y0). A
conditional DDPM model involves a Markov chain, encom-
passing a forward process that traverses the chain, adding
noise to y0, and a reverse process, which conducts reverse
sampling from the chain for denosing from pure Gaussain
noise to the HR image y0, conditioned on the LR image x0.

Forward process. The forward process, also referred to
as the diffusion process, takes a sample y0 and simulates
the non-equilibrium thermodynamic diffusion process [48].
It gradually adds Gaussian noise to y0 via a fixed Markov
chain of length T :

q(yt|yt−1) = N (yt;
√
1− βtyt−1, βtI), (1)

q(y1:T |y0) =

T∏
t=1

q(yt|yt−1), (2)

where {βt ∈ (0, 1)}Tt=1 is the variance scheduler. As the
step t increases, the signal y0 gradually loses its distinguish-
able features. Ultimately, as t → ∞, yt converges to an

Algorithm 2 Conditional DDPM Sampling

1: yT ∼ N (0, I)
2: for t = T · · · 1 do
3: z ∼ N (0, I) if t > 1 else z = 0
4: yt−1 = 1√

αt
(yt − 1−αt√

1−ᾱt
ϵθ(x0,yt, t)) + σtz

5: end for
6: return y0

isotropic Gaussian distribution. Moreover, we can derive
the distribution for sampling at arbitrary step t from y0:

q (yt|y0) = N
(
yt;

√
ᾱty0, (1− ᾱt) I

)
. (3)

where ᾱt =
∏t

i=1 αi and αt = 1− βt.
Reverse process. The reverse process, also referred to

as the denosing process, learns the conditional distributions
pθ(yt−1|yt,x0) for denoising from Gaussian noise to y0

conditioned on x0, through a reverse Markovian process:

pθ(yt−1|yt,x0) = N (yt−1;µθ(x0,yt, t), σ
2
t I), (4)

pθ(y0:T |x0) = p(yT )

T∏
t=1

pθ(yt−1|yt,x0), (5)

where σt is a predetermined term related to βt [19].
Training. We train a denoising network ϵθ(x0,yt, t) to

predict the noise vector ϵt added at step t. Following [19,
44], the training objective can be expressed as:

L(θ) = E(x0,y0),ϵt,t ∥ϵt − ϵθ(x0,yt, t)∥1 . (6)

With Eq. (3), we parameterize yt =
√
ᾱty0 +

√
1− ᾱtϵt,

and summarize the training process in Algorithm 1.
Sampling. In essence, the training minimizes the di-

vergence between the forward posterior q (yt−1|yt,y0) and
pθ (yt−1|yt,x0), and the mean µθ(x0,yt, t) in Eq. (4) is
parameterized [44] to match the mean of q (yt−1|yt,y0):

µθ(x0,yt, t) =
1√
αt

(yt −
1− αt√
1− ᾱt

ϵθ(x0,yt, t)). (7)

To sample y0 ∼ pθ(y0|x0), starting from yT ∼ N (0, I),
we reverse the Markovian process by iteratively sampling
yt−1 ∼ p(yt−1|yt,x0) based on Eqs. (4) and (7), which
completes the sampling process, as shown in Algorithm 2.

3.2. Challenge: training-sampling discrepancy

Training diffusion models for SR presents a critical chal-
lenge, stemming from a discrepancy between the training
and inference phases, which we term as training-sampling
discrepancy. During the training phase, the model oper-
ates on actual data, wherein the noisy image yt at diffu-
sion step t is derived from the ground-truth HR image y0

as per line 3 in Algorithm 1. However, during the inference
phase, the ground truth y0 is unavailable. As outlined in
line 4 in Algorithm 2, the model now operates on predicted
data, where yt is obtained from the preceding sampling step
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Figure 2. Overview of the DREAM framework. Starting with ground-truth HR images, a standard diffusion process with a frozen
denoiser network generates denoised HR estimates. The Adaptive Estimation merges these estimated HR images with the original HR
images, guided by the pattern of estimation errors. The Diffusion Rectification constructs the noisy images from this merged HR images,
which are then fed into the denoiser network (now unfrozen). Similar to DDPM [19], the denoiser network is trained to eliminate both the
introduced Gaussian noise and errors arising from the training-sampling discrepancy, as detailed in Eq. (14).

t + 1. Due to the estimation error, the noisy image yt con-
structed in these two processes usually differs, giving rise
to the training-sampling discrepancy.

To better illustrate the discrepancy, we conduct an exper-
iment utilizing a pre-trained SR3 model [44], denoted by
ϵθ, adhering to the standard diffusion training framework.
The goal is to understand the implications for HR signal y0

reconstruction under two distinct scenarios:
• “Training”. Simulating the training process, we assume

access to the ground-truth y0, and construct the noisy im-
age at time step t as per line 3 in Algorithm 1, denoting
the image as ytrain

t .
• “Sampling”. Simulating the sampling process, we assume

no access to y0 and iteratively construct the noisy image
at each time step t by sampling from the previous step, as
per line 4 in Algorithm 2. The noisy image thus obtained
is denoted by ysample

t .
To retrieve the HR image y0 from the noisy image in

both scenarios, we utilize Eq. (3) and the pre-trained net-
work ϵθ to compute the predicted HR signal as follows:

ỹ0 =
1√
ᾱt

(
yt −

√
1− ᾱtϵθ (x0,yt, t)

)
=: hθ(yt). (8)

Following this, we compute ỹtrain
0 = hθ(y

train
t ) and

ỹsample
0 = hθ(y

sample
t ) as the predicted HR images in the

“training” and “sampling” scenarios, respectively. For per-
formance evaluation, we take 100 samples from FFHQ [25]
and calculate the averaged MSE and LPIPS [65] metrics
between the predicted HR images and the ground-truth y0

across various time step t under the defined settings.
We present the findings in Figure 3a, where both MSE

and LPIPS exhibit a decline with a smaller t, as expected,
since the network can reconstruct more accurate HR sig-
nal from less noisy input. Importantly, discernible dispari-
ties are observed between the curves representing the “train-
ing” and “sampling” settings—the “training” curves consis-
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(a) Standard diffusion
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(b) DREAM

Figure 3. Evaluation of training-sampling discrepancy and its al-
leviation through our DREAM framework. The mean curve over
100 samples at each time step t is plotted, with the shaded area rep-
resenting the standard deviation of each metric. Here, T = 2000.

tently exhibit lower error compared to the “sampling” ones,
suggesting the advantage of having access to the ground-
truth y0 for improved prediction accuracy. In contrast, Fig-
ure 3b illuminates a remarkable alleviation in this discrep-
ancy when employing our DREAM framework to train the
identical SR3 architecture: the “sampling” curve closely
aligns with the “training” curve, despite the lack of ac-
cess to the ground-truth y0, across both MSE and LPIPS
metrics. This underscores the efficacy of our approach in
bridging the training-sampling discrepancy and thereby fa-
cilitating more accurate predictions.

3.3. The DREAM framework

We now present our DREAM framework (see Figure 2), an
end-to-end training strategy designed to bridge the gap be-
tween training and sampling in diffusion models. It consists
of two core components: diffusion rectification and estima-
tion adaptation, which we elaborate as follows.

Diffusion rectification. The goal of diffusion rectifica-
tion is to modify the behavior of the diffusion training to
account for the training-sampling discrepancy, which arises
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Figure 4. 8× SR on the CelebA-HQ dataset [23].

from the manner in which we construct the intermediate
signals—either from the ground-truth or from the model’s
own estimation. Hence, we extend the diffusion training
framework to align more closely with the sampling process,
enabling the model to utilize its own output for prediction.

Specifically, during training, upon acquiring ytrain
t as per

line 3 in Algorithm 1, we refrain from directly minimizing
L(θ). Instead, we construct our own prediction of the HR
image as ỹtrain

0 according to Eq. (8), formulated as:

ỹtrain
0 =

1√
ᾱt

(
ytrain
t −

√
1− ᾱtϵθ(x0,y

train
t , t)

)
=

1√
ᾱt

(√
ᾱty0 +

√
1− ᾱtϵt ▷ line 3

−
√
1− ᾱtϵθ(x0,y

train
t , t)

)
= y0 +

√
(1− ᾱt)/ᾱt∆ϵt,θ

(9)

where ∆ϵt,θ = ϵt − ϵθ(x0,y
train
t , t). Utilizing this self-

estimated HR image ỹtrain
0 , we generate the noisy image

ỹtrain
t to serve as input1 to the network ϵθ once more:

ỹtrain
t =

√
ᾱtỹ

train
0 +

√
1− ᾱtϵ

′
t

=
√
ᾱty0 +

√
1− ᾱt(ϵ

′
t +∆ϵt,θ),

(10)

where ϵ′t ∼ N (0, I). Then, the training objective for this
diffusion rectification model (DRM) can be expressed as:
LDRM(θ) = E(x0,y0),ϵt,ϵ

′
t,t

∥∥∥(ϵ′t +∆ϵt,θ
)
− ϵθ(x0, ỹ

train
t , t)

∥∥∥
1
.

(11)
Essentially, Eq. (11) suggests that this DRM approach

strives not only to eliminate the sampled noise ϵ′t but also
to address the error term ∆ϵt,θ arising from the discrepancy
between the imperfect estimation ỹtrain

0 and the ground-truth
y0, as seen in Eq. (9); hence the term “rectification”. No-
tably, leveraging the model’s own prediction during training
as in Eq. (10) mirrors the sampling process of DDIM [49]
with a particular choice of σt, thereby imposing enhanced
supervision. We remark that DRM is closely related to the
approaches in [21, 45, 46] where they perform similar step-
unrolling techniques for perceptual vision tasks or text gen-
eration tasks. However, we are the first to tailor it to low-
level vision tasks and provide a clear analysis.

1To match the actual sampling process, there might be a desire to re-
construct ỹtrain

t−1, yet this could notably complicate the entire procedure.
Nonetheless, we have observed similar performance by simply using ỹtrain

t .

Algorithm 3 Conditional DREAM Training
1: repeat
2: (x0,y0) ∼ p(x0,y0), t ∼ U(1, T ), ϵt ∼ N (0, I)
3: Compute yt =

√
ᾱty0 +

√
1− ᾱtϵt

4: Compute ∆ϵt,θ = ϵt − StopGradient(ϵθ(x0,yt, t))
5: Compute ŷt = yt +

√
1− ᾱtλt∆ϵt,θ

6: Update θ with gradient ∇θ||ϵt+λt∆ϵt,θ−ϵθ(x0, ŷt, t)||1
7: until converged

Estimation adaptation. While DRM incorporates addi-
tional rectification supervision to account for the sampling
process, its naive application to the SR task might not de-
liver satisfactory results. As shown in Figure 4, a distortion-
perception tradeoff [4] is observed in the generated SR im-
ages. Despite achieving a state-of-the-art PSNR (less dis-
tortion), the images produced by DRM tend to be smoother
and lack fine details, reflecting a high FID score (poor per-
ception). This is particularly evident when compared to
the standard conditional diffusion model, namely SR3 [44].
This limitation could be traced back to DRM’s static self-
alignment mechanism, which may inappropriately guide the
generated images to regress towards the mean.

To address the issue, and inspired by the powerful gener-
ative capability of the standard diffusion model, we propose
an estimation adaptation strategy. This aims to harness both
the superior quality of standard diffusion and the reduced
distortion offered by diffusion rectification. Specifically,
rather than naively using our own prediction ỹtrain

0 computed
in Eq. (9), we adaptively inject ground-truth information y0

by blending it with ỹtrain
0 as follows:

ŷ0 = λtỹ
train
0 + (1− λt)y0, (12)

where λt ∈ (0, 1) is an increasing function such that ŷ0

emphasizes more on y0 at smaller t, aligning with the net-
work’s tendency to achieve more accurate predictions, as
observed in Figure 3. Intuitively, as t decreases, ŷ0 closely
approximates the ground-truth, making it more beneficial
to resemble the standard diffusion, yielding images with re-
alistic details. Conversely, as t increases and the predic-
tion leans towards random noise, it is advantageous to fo-
cus more on the estimation itself, effectively aligning the
training and sampling processes through the rectification.

Following the adaptive estimation ŷ0 in Eq. (12), we
construct the new noisy image ŷt similarly as before:

ŷt =
√
ᾱtŷ0 +

√
1− ᾱtϵ

′
t

=
√
ᾱty0 +

√
1− ᾱt(ϵ

′
t + λt∆ϵt,θ).

(13)

Finally, the training objective for our full Diffusion Recti-
fication and Estimation-Adaptive Model (DREAM) can be
expressed as:

LDREAM(θ) = E(x0,y0),ϵt,ϵ
′
t,t

∥∥(ϵ′t + λt∆ϵt,θ
)
− ϵθ(x0, ŷt, t)

∥∥
1
.

(14)
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Table 1. Comparison on face and general scene datasets against three baselines for various p values, with best and second-best colorized.

p
CelebA-HQ [23] DIV2K [1]

SR3 [44] IDM [14] SR3 [44] ResShift [62]
PSNR↑ SSIM↑ LPIPS↓ FID↓ PSNR↑ SSIM↑ LPIPS↓ FID↓ PSNR↑ SSIM↑ LPIPS↓ FID↓ PSNR↑ SSIM↑ LPIPS↓ FID↓

0 (DRM) 25.04 0.76 0.204 77.51 25.06 0.76 0.188 67.46 28.67 0.81 0.189 16.72 29.98 0.83 0.233 17.76

1 (DREAM) 24.63 0.74 0.177 56.01 24.50 0.73 0.167 53.22 28.10 0.79 0.121 14.32 29.24 0.80 0.158 16.23
2 (DREAM) 24.62 0.74 0.180 61.72 24.32 0.72 0.169 55.38 28.06 0.79 0.140 15.54 28.77 0.79 0.134 15.72
3 (DREAM) 24.15 0.71 0.182 58.89 24.09 0.72 0.172 54.04 27.88 0.79 0.123 14.83 28.44 0.79 0.124 15.67

∞ (standard) 23.85 0.71 0.184 61.98 24.01 0.71 0.172 56.01 27.02 0.76 0.121 16.72 25.30 0.68 0.211 25.91

Choice of λt. Comparing Eq. (14) with Eq. (11), the key
difference lies in the introduction of λt for adaptively mod-
ulating the intensity of the rectification term ∆ϵt,θ. Note
that we only need λt ∈ (0, 1) to be increasing to leverage
the benefits of both standard diffusion and rectification. In
practice, we set λt = (

√
1− ᾱt)

p, where p adds an extra
layer of flexibility: at p = 0, λt remains at 1, reverting
the method to DRM with consistent static rectification; as
p → ∞, λt → 0, transitioning our approach towards the
standard diffusion model. As shown in Figure 4, the images
produced by DERAM with p = 1 achieve a superior bal-
ance between perception and distortion, significantly out-
performing the standard SR3 [44] across both metrics.

Training details. It’s important to highlight that while
the same network ϵθ is utilized for calculating both the rec-
tification term ∆ϵt,θ and the predicted noise ϵθ(x0, ŷt, t)
in Eq. (14), a key distinction exists: we refrain from prop-
agating the gradient when computing ∆ϵt,θ, and thus, it is
derived from the frozen network. The actual supervision
is imposed following its adaptive adjustment. Moreover,
we empirically observe that using the same Gaussian noise
(i.e., ϵt ≡ ϵ′t) in DREAM yields superior performance, fur-
ther simplifying Eq. (13) to:

ŷt = ytrain
t +

√
1− ᾱtλt∆ϵt,θ. (15)

We summarize our DREAM framework in Algorithm 3, tai-
lored for enhanced diffusion training, while Algorithm 2 re-
mains applicable for sampling purposes.

4. Experiments
4.1. Implementation details

Baselines and datasets. Our experiments involve three
diffusion-based SR methods as baselines, spanning datasets
for faces, general scenes, and natural images. For face im-
age datasets, we adopt SR32 [44] and IDM [14] as base-
lines, with training conducted on FFHQ [25] and evalua-
tions on CelebA-HQ [23]. For general scenes, we use the
DIV2K dataset [1], employing SR3 [44] and ResShift3 [62]

2Due to the unavailability of official code, we use a widely-recognized
implementation [link].

3To ensure consistency across baselines, we standardize the transition
kernel to align with DDPM’s approach for noise prediction.

Table 2. Quantitative comparison for 16×16 to 128×128 face
super-resolution on CelebA-HQ [23]. Consistency measures the
MSE (×10−5) between LR and downsampled SR images.

Method PSNR↑ SSIM↑ Consistency↓
PULSE [36] 16.88 0.44 161.1
FSRGAN [6] 23.85 0.71 33.8
Regression [44] 23.96 0.69 2.71
SR3 [44] 23.85 0.71 2.33
IDM [14] 24.01 0.71 2.14
SR3 [44]+DREAM 24.63 0.74 2.12
IDM [14]+DREAM 24.50 0.73 1.26

as baseline models. Notably, SR3 and IDM operate in pixel
space, whereas ResShift conducts diffusion process in latent
space. In addition, to assess out-of-distribution (OOD) per-
formance, we train SR3 as baseline on the DIV2K dataset
and evaluate on CAT [66] and LSUN datasets [60].

4.2. Results and analysis

Effect of p in λt. In DREAM implementation, we set
λt = (

√
1− ᾱt)

p, where p manages the balance between
ground-truth and self-estimation data as in Eq. (12). We
conduct experiments with three baselines (SR3, IDM and
ResShift) for 8× face SR on CelebA-HQ and 4× gen-
eral scene SR on DIV2K at various p settings, as shown
in Table 1. Baselines use the standard diffusion process
(p → ∞). For p = 0 (λt ≡ 1), corresponding to the DRM
model in Eq. (11), there is a notable reduction in distortion
(higher PSNR and SSIM), but at the cost of perceptual qual-
ity (lower LPIPS and FID), confirming our findings in Fig-
ure 4. Increasing p to 1 (our full DREAM approach) leads
to a slight decrease in distortion but significantly improves
the balance between distortion and perception. Further in-
crease in p shows continual distortion degradation, while
perceptual quality initially improves then declines. DREAM
demonstrates clear advantages over baseline models across
all metrics. We found p = 1 yields the best overall perfor-
mance compared to other p values and baselines, making it
our choice for subsequent experiments.

Face super-resolution. Figures 4 and 5 show qualita-
tive comparisons for face super-resolution from 16 × 16
to 128 × 128, applying our DREAM approach to state-of-
the-art diffusion-based methods, SR3 and IDM. While SR3
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(a) LR (b) Standard (c) DREAM (d) HR
Figure 5. Qualitative comparison for 8× SR using IDM [14] on
the CelebA-HQ dataset [23]. Results highlight DREAM’s supe-
rior fidelity and enhanced identity preservation, leading to more
realistic detail generation in features like hair, eyes, and rings.

and IDM generally have decent image qualities, they of-
ten miss intricate facial details like hair and eyes, resulting
in somewhat unrealistic appearance, and even omit acces-
sories like rings. In contrast, our DREAM approach op-
erated on the these baseline more faithfully preserves fa-
cial identity and details. Table 2 shows a quantitative com-
parison of our DREAM approach applied to SR3 and IDM
against other methods, using metrics such as PSNR, SSIM,
and consistency [44]. While GAN-based models are known
for their fidelity to human perception at higher SR scales,
their lower consistency scores suggest a notable deviation
from the original LR images. Applying DREAM to SR3
and IDM, we observe considerable enhancements across
all metrics. Notably, the simpler SR3, a pure conditional
DDPM, when augmented with DREAM, outperforms the
more complex IDM, underscoring DREAM’s effectiveness.

General scene super-resolution. Figure 6 shows a vi-
sual comparison of 4× SR results on the DIV2K dataset [1],
using our DREAM approach against standard diffusion
methods, with SR3 and ResShift as baselines. Standard
training tends to produce images with blurred details and
compromised realism, evident in unclear window outlines
and distorted shirt textures. In contrast, DREAM main-
tains structural integrity and delivers more realistic tex-
tures. Following [17], we conduct a comprehensive com-
parison with various regression-based and generative meth-
ods on the DIV2K dataset. The results, detailed in Table 3
and benchmarked against models from [32], demonstrate
DREAM’s effectiveness. Notably, DREAM has led to an
increase of 1.08dB and 3.14dB in PSNR, and improvements
of 0.03 and 0.11 in SSIM for SR3 and ResShift, respec-
tively, outperforming other generative methods. Moreover,
these methods demonstrate comparable or superior perfor-

(a) Standard (b) DREAM
Figure 6. Qualitative comparison for 4× SR on DIV2K [1]. Top
with SR3 [44] the baseline; bottom with ResShift [62] the baseline.

Table 3. Quantitative comparison for 4× SR on DIV2K. All mod-
els are trained on DIV2K plus Flickr2K [52]. The best and
second-best results among generative models are colorized.

Method PSNR↑ SSIM↑ LPIPS↓
Bicubic 26.7 0.77 0.409

Reg.-based
EDSR [34] 28.98 0.83 0.270
RRDB [57] 29.44 0.84 0.253

GAN-based
ESRGAN [57] 26.22 0.75 0.124
RankSRGAN [67] 26.55 0.75 0.128

Flow-based
SRFlow [35] 27.09 0.76 0.121
HCFlow [32] 27.02 0.76 0.124

Flow+GAN HCFlow++ [32] 26.61 0.74 0.110

Diffusion

SR3 [44] 27.02 0.76 0.121
SR3 [44]+DREAM 28.10 0.79 0.121
ResShift [62] 25.30 0.68 0.211
ResShift [62]+DREAM 28.44 0.79 0.124

mance in perceptual quality metrics, marked by a 0.087 re-
duction in LPIPS for ResShift. Although LPIPS scores are
not as favorable as those obtained by HCFlow++, even with
DREAM applied, further improvements in image quality
could be achieved through advanced network designs and
incorporating GAN loss, as in HCFlow++. However, such
approaches are orthogonal to DREAM, and we leave these
explorations for future work.

4.3. Training and sampling acceleration

The DREAM strategy not only improves SR image qual-
ity but also accelerates the training. As shown in Fig-
ure 1, DREAM reaches convergence at around 100k to
150k iterations, a significant improvement over the stan-
dard diffusion-based SR3’s 400k iterations. Moreover, Fig-
ure 7 illustrates the evolution of training in terms of dis-
tortion metrics (PSNR and SSIM) and perception metrics
(LPIPS and FID) using SR3 as the baseline on the DIV2K
dataset. DREAM not only converges faster but also sur-
passes SR3’s final results before its own convergence. For
example, DREAM achieves a PSNR of 28.07 and FID of
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Figure 7. Evolution of distortion metrics (left) and perceptual met-
rics (right) using SR3 as a baseline on the DIV2K dataset.
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Figure 8. Comparison of distortion metrics (left) and perception
metrics (right) with varying sampling steps, using SR3 as a base-
line on the CelebA-HQ dataset.

14.72 at just 470k iterations, while the baseline SR3 with
standard diffusion reaches PSNR 27.02 and FID 16.72 after
full convergence at 980k iterations, indicating a 2× speedup
in training. Additional experiments with different baselines
and datasets can be found in the appendix.

Moreover, DREAM considerably accelerates the sam-
pling process, outperforming standard diffusion training
with fewer sampling steps. Figure 8 demonstrates this us-
ing SR3 on the CelebA-HQ dataset, comparing SR images
generated with varying sampling steps in terms of both dis-
tortion and perception metrics. While the standard baseline
typically requires an entire 2000 sampling steps, DREAM
achieves improved distortion metrics (0.73 v.s. 0.71 in
SSIM) and comparable perceptual quality (0.189 v.s. 0.184
in LPIPS) with only 100 steps. This marks 20× speedup in
sampling. More details are available in the appendix.

4.4. Out-of-distribution (OOD) evaluations

To evaluate our approach’s OOD performance, we train
the SR3 model on DIV2K for 4× SR scaling, then evalu-
ate its performance on various natural image datasets from
the CAT [66] and LSUN [60] benchmarks, covering mul-
tiple SR scales. This OOD evaluation encompasses both
dataset diversity and scaling differences. As shown in Fig-
ure 9, our DREAM training approach significantly enhances
model robustness, producing more realistic and clearer im-
ages across different scales. For instance, it captures finer
details such as the beard of cats at 2× and 5× scales, the
structural integrity of a tower at 3× scale, and the intri-
cate wrinkles on a bed at 4× scale. Following [14], Table 4
presents the average PSNR and LPIPS metrics for 100 se-
lected images from these validation datasets. Our findings

(a) 2× (b) 3× (c) 4× (d) 5×

Figure 9. Visual comparison of OOD SR. We use SR3 as a base-
line, pretrain it on DIV2K and evaluate on CAT and LSUN, across
various scales. The top row is obtained using standard training for
SR3; the bottom row is generated using DREAM on SR3.

Table 4. Quantitative comparison of OOD SR on CAT and LSUN
Bedroom and Tower validation sets at various scales.

Scale Cats Towers Bedrooms

2× Standard 19.72/0.398 18.82/0.333 20.20/0.314
DREAM 22.50/0.337 20.89/0.288 22.15/0.278

3× Standard 22.48/0.281 18.42/0.266 20.14/0.235
DREAM 23.90/0.265 19.35/0.252 20.65/0.231

4× Standard 26.49/0.257 24.03/0.217 26.89/0.187
DREAM 27.19/0.246 24.94/0.212 27.53/0.183

5× Standard 24.52/0.381 21.79/0.331 23.18/0.313
DREAM 24.58/0.373 21.84/0.324 23.19/0.310

show that the DREAM training framework consistently im-
proves baseline model across diverse datasets and scales.

5. Conclusion
This paper introduces DREAM, a novel training framework
designed to address the training-sampling discrepancy in
conditional diffusion models with minimal code modifica-
tions. DREAM comprises two key components: diffusion
rectification and estimation adaptation. Diffusion rectifica-
tion extends the existing training framework for diffusion
models by aligning training more closely with sampling
through self-estimation. Estimation adaptation optimizes
the balance between accuracy and fidelity by adaptively
incorporating ground-truth information. When applied to
SISR tasks, DREAM effectively bridges the gap between
training and sampling. Extensive experiments demonstrate
that DREAM enhances distortion and perception metrics
across various diffusion-based SR baselines. It also speeds
up training, improves sampling efficiency, and achieves ro-
bust OOD performance across diverse datasets and scales.

While DREAM is mainly utilized for SR in this work, its
capabilities are applicable to a range of dense visual predic-
tion tasks. Future research may investigate its use in both
low-level vision tasks, such as inpainting and deblurring,
and high-level vision tasks like semantic segmentation and
depth estimation.
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DREAM: Diffusion Rectification and Estimation-Adaptive Models

Supplementary Material

In this supplementary material, we begin by describ-
ing more details of the evaluation metrics and experiment
setup in Section 6. In following Section 7, we present more
quantitative comparisons and visualization results on vari-
ous baselines and datasets, which further demonstrates the
effectiveness of our DREAM strategy. We conclude with a
discussion of the ethical implications in Section 8.

6. Metrics and setups
We provide a more comprehensive explanation of the met-
rics and the experiment settings employed in the main text
of the paper.

6.1. Metrics

In this section, we will detail the metrics applied to mea-
sure image distortion and perception quality. The distor-
tion metrics encompass Peak Signal-to-Noise Ratio (PSNR)
and Structural Similarity Index Measure (SSIM), as well
as Consistency the the perception measurement include the
Learned Perceptual Image Patch Similarity (LPIPS) and the
Fréchet Inception Distance (FID).

Peak Signal-to-Noise Ratio (PSNR). PSNR is an indi-
cator of image reconstruction quality. However, its value
in decibels (dB) presents certain constraints when assessing
super-resolution tasks [36]. Thus, it acts merely as a ref-
erential metric of image quality, comparing the maximum
possible signal to the level of background noise. Generally,
a higher PSNR suggests a lower degree of image distortion.

Structure Similarity Index Measure (SSIM). Building
on the image distortion modeling framework [58], the SSIM
applies the principles of structural similarity, mirroring the
functionality of the human visual system. It is adept at de-
tecting local structural alterations within an image. SSIM
measures image attributes such as luminance, contrast, and
structure by employing the mean for luminance assessment,
variance for contrast evaluation, and covariance to gauge
structural integrity.

Consistency. Consistency is measured by calculating
the MSE (×10−5) between the low-resolution inputs and
their corresponding downsampled super-resolution outputs.

Learned Perceptual Image Patch Similarity (LPIPS).
LPIPS evaluates the perceptual resemblance between gen-
erated images and their authentic counterparts by analyzing
deep feature representations.

Fréchet Inception Distance score (FID). FID [18] as-
sesses image quality by emulating human judgment of im-
age resemblance. This is achieved by utilizing a pre-trained
Inception-V3 network [51] to contrast the distribution pat-

terns of the generated images against the distributions of the
original, ground-truth images.

6.2. Setups

In this section, we will provide detailed descriptions of the
configurations for various baseline models as well as the
datasets utilized in our experiments.

SR3 model on face dataset. We train the SR3 [44]
model on an upscaled 8× FFHQ dataset for 1M iterations
and evaluate on 100 images from the CelebA [23] validation
dataset. During training, the LR images are consistently re-
sized to 16×16 pixels, while the HR counterparts are scaled
to 128 × 128 pixels. For the SR image generation, the LR
images are first upscaled to 128× 128 pixels using bicubic
interpolation and serve as the conditioning input. In align-
ment with the DDPM [19], the Adam optimizer is utilized
with a fixed learning rate of 1e − 4 through the training
phase. The training employs a batch size of 4, incorporates
a dropout rate of 0.2, and utilizes a linear beta scheduler
over 2000 steps with a starting value of 10−6 and a final
value of 10−2. A single 24GB NVIDIA RTX A5000 GPU
is used under this situation.

IDM model on face dataset. Adhering to the offical im-
plementation of the IDM [14], the model is trained on a 8×
FFHQ dataset for 1M iterations and evaluated on 100 im-
ages from the CelebA [23] validation dataset. Specifically,
throughout training, LR images are consistently resized to
16 × 16 pixels, while their HR counterparts are scaled to
128 × 128 pixels. These LR images are then processed
through a specialized LR conditioning network, which is
stacked with a series of convolutional layers, bilinear down-
sampling filtering, and leaky ReLU activation to extract a
hierarchy of multi-resolution features. These features are
then employed as the conditioning input for the denoising
network. The training employs the Adam optimizer with
a constant learning rate of 10−4, a batch size of 32, and
a dropout rate of 0.2. We implement a linear beta sched-
uler that advances over 2000 steps, starting from 10−6 and
escalating to 10−2. This setup is supported by two 24GB
NVIDIA RTX A5000.

SR3 model on general scene dataset. We train the
SR3 [44] model on upscaled 4× the training dataset com-
parising DIV2K [1] and Flicker2K [52] for 1M iterations.
Consistent with the SRDiff [29], each image is cropped into
patches of 160 × 160 as the HR ground truths. To pro-
duce the corresponding LR image patches of 40×40 pixels,
the HR image patches are downscaled using a bicubic ker-
nel. These LR image patches are then resized back to the
HR dimensions using bicubic interpolation and are used as
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Table 5. Comparison of training speed and memory usage. The
values denote the ratio of DREAM/standard.

Face DIV2K
SR3 IDM SR3 ResShift

Training time 1.38 1.21 1.24 1.08
Training memory 1.06 1.11 1.09 1.13

the conditioning input for the super-resolution process. For
evaluation, the entire DIV2K validation set, consisting of
100 images, is utilized. The HR images are downsampled
using a bicubic kernel to generate LR images, which are
then cropped into 40×40 pixel patches with a 5-pixel over-
lap between adjacent patches. The SR3 model is applied to
these LR patches to yield the SR predictions which are sub-
sequently merged to form the final SR images. The model’s
training utilizes the Adam optimizer with a steady learning
rate of 10−4, a batch size of 32 patches, and a dropout rate
of 0.2. A linear beta scheduler is applied over 1000 steps,
initiating at 10−6 and culminating at 10−2. This configura-
tion is executed on two 24GB NVIDIA RTX A5000 GPUs.

ResShift on general scene datatset. Training the
ResShift model [62]uses a 4× dataset, combining the train-
ing sets from DIV2K [1] and Flickr2K [52] over 0.5M iter-
ations. Similar as data process in the previous SR3 setting,
each image is partitioned into patches of 256x256 pixels to
serve as HR ground truths. The LR image patches, resized
to 64x64 pixels, are derived by downscaling the HR patches
with a bicubic kernel. The VQGAN encoder, pre-trained on
the ImageNet dataset, processes these LR patches to distill
salient features, furnishing the necessary conditioning input
for the following latent denoiser network. For performance
evaluation, we use the entire DIV2K validation set, which
comprises 100 images. The HR images are downsampled
to LR with a bicubic kernel, and then segmented into 64x64
pixel patches, maintaining an 8-pixel overlap between ad-
jacent patches. The latent denoiser model is applied to the
LR patches to generate the corresponding SR latent codes.
These latent codes are subsequently processed by the VQ-
GAN decoder to reconstruct the SR patches, thereby pro-
ducing the final high-resolution super-resolution images.
The training regimen employs the Adam optimizer with a
consistent learning rate of 5 × 10−5 and a batch size of 32
patches. A linear beta scheduler is utilized over 50 steps,
selected evenly from a linearly spaced 2000-steps schedule
beginning at 10−6 and increasing to 10−2. The training is
conducted using two 24GB NVIDIA RTX A5000.

7. Additional experimental results

In this section, we begin by providing additional results
on the acceleration of training and sampling across various
baselines and datasets in Section 7.1. Lastly, in Section 7.2,
we offer a more comprehensive visual comparison on the
general scene dataset, using the SR3 [44] and ResShift [62]
models as baselines.
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Figure 10. Evolution of distortion metrics (left) and perceptual
metrics (right) using SR3 as a baseline on the face dataset.
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Figure 11. Evolution of distortion metrics (left) and perceptual
metrics (right) using IDM as a baseline on the face dataset.
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Figure 12. Evolution of distortion metrics (left) and perceptual
metrics (right) using ResShift as a baseline on the DIV2K dataset.

7.1. Training and sampling acceleration

Training efficiency. In Table 5, we detail the relative ratio
of training speed and memory usage between our DREAM
methodology and standard training approaches across a va-
riety of baselines and datasets. Our DREAM method, which
includes only a single additional forward computation, re-
sults in a marginal increase in training time (around 1.1 ∼
1.4×) and memory usage (approximately 1.05 ∼ 1.15×).
However, it offers a considerable advantage by significantly
accelerating training convergence. We further illustrate the
evolution of training through distortion metrics, namely
PSNR and SSIM, as well as perception metrics such as
LPIPS and FID. Utilizing SR3 and IDM as baselines for
the face dataset, the improvements are evident in Figure 10
and Figure 11. The ResShift model, used as a baseline for
the DIV2K dataset, demonstrates similar enhancements in
Figure 12. Notably, DREAM not only facilitates quicker
convergence but also outperforms the final outcomes of sev-
eral baselines after they fully converge. For example, with
the face dataset, the SR3 model using DREAM achieves a
PSNR of 24.49 and an FID of 61.02 in just 490k iterations,
whereas the standard diffusion baseline reaches a PSNR of
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Figure 13. Comparison of distortion metrics (left) and perception
metrics (right) with varying sampling steps, using IDM as a base-
line on the CelebA-HQ dataset.
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Figure 14. Comparison of distortion metrics (left) and perception
metrics (right) with varying sampling steps, using SR3 as a base-
line on the DIV2K dataset.

23.85 and an FID of 61.98 after 880k iterations. This un-
derlines a substantial training speedup by roughly 2× with
DREAM. Similarly, the IDM model with DREAM reaches
a PSNR of 23.54 and an FID of 55.81 in only 330k itera-
tions, compared to the baseline achieving a PSNR of 23.85
and an FID of 61.98 after 760k iterations, reinforcing the
significant efficiency of DREAM.

Sampling acceleration. Furthermore, DREAM signifi-
cantly enhances the efficiency of the sampling process, sur-
passing the performance of standard diffusion training with
a reduced number of sampling steps. Figure 13 showcases
the capabilities of DREAM using the IDM model on the
CelebA-HQ dataset. It compares super-resolution images
generated with different numbers of sampling steps, evalu-
ating them against both distortion and perception metrics.
While the conventional baseline necessitates up to 2000
sampling steps, DREAM attains superior distortion met-
rics (an SSIM of 0.73 compared to 0.71) and comparable
perceptual quality (an LPIPS of 0.179 versus 0.172) with
merely 100 steps, leading to an impressive 20× increase
in sampling efficiency. In a similar vein, Figure 14a illus-
trates the impact of DREAM using the SR3 model on the
DIV2K dataset. Here, the images produced with varying
sampling steps are again evaluated using both sets of met-
rics. Standard baselines typically require 1000 sampling
steps, but with DREAM, improved distortion metrics (an
SSIM of 0.79 versus 0.76) and similar perceptual quality
(an LPIPS of 0.127 versus 0.121) are achieved with just 100
steps, resulting in a substantial 10× sampling speedup.

(a) LR (b) Standard (c) DREAM (d) HR

Figure 15. Qualitative comparison for 8× SR using SR3 [44] on
the CelebA-HQ dataset [23]. Results highlight DREAM’s supe-
rior fidelity and enhanced identity preservation, leading to more
realistic details, such as eye and teeth.

(a) LR (b) Standard (c) DREAM (d) HR

Figure 16. Qualitative comparison for 8× SR using IDM [14] on
the CelebA-HQ dataset [23]. Results highlight DREAM’s supe-
rior fidelity and enhanced identity preservation, leading to more
realistic detail generation in features like nose, and wrinkles.

7.2. Visualization

Face dataset. In Figure 15 and Figure 16, we provide
more representative examples from CelebA-HQ [23], em-
ploying SR3 and IDM as baselines, respectively.
General scene dataset. To further illustrate the effective-
ness of our DREAM strategy, we present selected examples
from the DIV2K [1]. These examples showcase complex
image elements such as intricate textures, repeated symbols,
and distinct objects. We conduct a comparative visualiza-
tion of our DREAM strategy against standard training prac-
tices, employing the SR3 model as a baseline in Figure 17,
Figure 18 and Figure 19. Similarly, we use the ResShift
model as a baseline in Figure 20, Figure 21 and Figure 22.

All these comparisons unequivocally demonstrate the su-
perior performance of our DREAM strategy.

8. Ethic impact
This research is applicable to the task of enhancing human
facial resolution, a frequent requirement in mobile photog-
raphy. It does not inherently contribute to negative social
consequences. However, given personal security concerns,
it is crucial to safeguard against its potential misconduction.

3



(a) Standard (b) DREAM

Figure 17. Qualitative comparison for 4× SR on DIV2K [1] using SR3 [44] model as baseline. Left Image: standard training; Right
Image: DREAM training. The model trained under DREAM framework exhibits enhanced fine-grained details and rendering more realistic
results, as indicated by the magnified section of the synthesized SR images.

(a) Standard (b) DREAM

Figure 18. Qualitative comparison for 4× SR on DIV2K [1] using SR3 [44] model as baseline. Left Image: standard training; Right
Image: DREAM training. The model trained under DREAM framework exhibits enhanced fine-grained details and rendering more realistic
results, as indicated by the magnified section of the synthesized SR images.

(a) Standard (b) DREAM

Figure 19. Qualitative comparison for 4× SR on DIV2K [1] using SR3 [44] model as baseline. Left Image: standard training; Right
Image: DREAM training. The model trained under DREAM framework exhibits enhanced fine-grained details and rendering more realistic
results, as indicated by the magnified section of the synthesized SR images.
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(a) Standard (b) DREAM

Figure 20. Qualitative comparison for 4× SR on DIV2K [1] using ResShift [62] model as baseline. Left Image: standard training;
Right Image: DREAM training. The model trained under DREAM framework exhibits enhanced fine-grained details and rendering more
realistic results, as indicated by the magnified section of the synthesized SR images.

(a) Standard (b) DREAM

Figure 21. Qualitative comparison for 4× SR on DIV2K [1] using ResShift [62] model as baseline. Left Image: standard training;
Right Image: DREAM training. The model trained under DREAM framework exhibits enhanced fine-grained details and rendering more
realistic results, as indicated by the magnified section of the synthesized SR images.

(a) Standard (b) DREAM

Figure 22. Qualitative comparison for 4× SR on DIV2K [1] using ResShift [62] model as baseline. Left Image: standard training;
Right Image: DREAM training. The model trained under DREAM framework exhibits enhanced fine-grained details and rendering more
realistic results, as indicated by the magnified section of the synthesized SR images.
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